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“Knowledge is a correspondence between idea

and fact.”

– Frank Plumpton Ramsey



RESUMO

Um grafo G é Ramsey para um par de grafos (F1, F2) se em toda 2-aresta-coloração

de G for posśıvel encontrar cópias monocromáticas de F1 com a primeira cor ou cópias

monocromáticas de F2 com a segunda cor. O grafo aleatório binomial Gn,p é um subgrafo

de Kn, o grafo completo com n vértices, obtido escolhendo cada aresta de Kn independen-

temente e aleatoriamente com probabilidade p para pertencer à Gn,p. Para um grafo F ,

seja m2(F ) o valor máximo de d(F ′) = (e(F ′)− 1)/(v(F ′)− 2) dentre todos os subgrafos

F ′ ⊆ F com v(F ′) ≥ 3. Se tal máximo é atingido por F ′ = F , então dizemos que F é

2-balanceado. Ademais, dizemos que F é estritamente 2-balanceado se d2(F ) > d2(F ′)

para todo subgrafo próprio F ′ de F com v(F ′) ≥ 3. Para um par de grafos (F1, F2), seja

m2(F1, F2) o valor máximo de e(F ′1)/(v(F ′1) − 2 + 1/m2(F2)) dentre todos os subgrafos

F ′1 ⊆ F1 com v(F ′1) ≥ 3. Esta dissertação objetiva-se em apresentar uma prova de que

para todo par de grafos (F1, F2) tais que F1 é 2-balanceado e m2(F1) > m2(F2) > 1 ou F1 é

estritamente 2-balanceado e m2(F1) ≥ m2(F2) > 1, existe uma constante positiva C para

o qual assimptoticamente quase certamente, Gn,p é Ramsey para o par (F1, F2), sempre

que p ≥ Cn−1/m2(F1,F2). Este resultado foi conjeturado por Kohayakawa and Kreuter em

1997 sem a condição de balanceamento sobre F1. A prova do principal teorema nesta dis-

sertação deverá usar técnicas desenvolvidas recentementes e conhecidas como hypergraph

containers.

Palavras-chave: Propriedade de Ramsey. Grafo Aleatório Binomial. Função Limiar.



ABSTRACT

A graph G is Ramsey for a pair of graphs (F1, F2) if in every 2-edge-colouring of G, one

can find a monochromatic copy of F1 with the first colour or a monochromatic copy of

F2 with the second colour. The binomial random graph Gn,p is a subgraph of Kn, the

complete graph on n vertices, obtained by choosing each edge of Kn independently at

random with probability p to belong to Gn,p. For a graph F , let m2(F ) be the maximum

of d2(F ′) = (e(F ′) − 1)/(v(F ′) − 2) over all the subgraphs F ′ ⊆ F with v(F ′) ≥ 3. If

this maximum is reached for F ′ = F , then we say that F is 2-balanced. Furthermore,

we say that F is strictly 2-balanced if d2(F ) > d2(F ′), for all proper subgraph F ′ of

F with v(F ′) ≥ 3. For a pair of graphs (F1, F2), let m2(F1, F2) be the maximum of

e(F ′1)/(v(F ′1) − 2 + 1/m2(F2)) over all the subgraphs F ′1 ⊆ F1 with v(F ′1) ≥ 3. This

dissertation aims to present a proof that for every pair of graphs (F1, F2) such that F1 is 2-

balanced and m2(F1) > m2(F2) > 1 or F1 is strictly 2-balanced and m2(F1) ≥ m2(F2) > 1,

there exists a positive constant C for which asymptotically almost surely Gn,p is Ramsey

for the pair (F1, F2), whenever that p ≥ Cn−1/m2(F1,F2). This result was conjectured by

Kohayakawa and Kreuter in 1997 without the balancing condition over F1. The proof of

the main theorem uses a recently developed technique known as hypergraph containers.

Keywords: Ramsey Property. Binomial Random Graph. Threshold Function.
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1 INTRODUCTION

The classical Ramsey Theorem states that for every k ≥ 3, there exists n such

that every 2-edge-colouring of Kn (not necessarily a proper colouring) contains a copy

of Kk with all the edges with the same colour. Putting it in other words, we can find

monochromatic copies of Kk in any 2-edge-colouring of Kn, provided that n is big enough.

We could naturally generalize this result for other graphs rather than complete graphs.

In order to do so, let us introduce some definitions and notations.

Given graphs G and H, we say that a graph F is Ramsey for the pair (G,H)

if every 2-edge-colouring of F contains a copy (not necessarily induced) of G with all

the edges being of the first colour or a copy of H with all the edges being of the second

colour. We write F → (G,H) to mean that F is Ramsey for the pair (G,H). If G = H

and F → (G,H), then we write F → G and we say that F is Ramsey for G. In this

language, the Ramsey theorem states that for every k ≥ 3, there exists some n for which

Kn → Kk. This implies that for every pair of graphs (G,H), there exists some n for

which Kn → (G,H), since we may take k = max{v(G), v(H)}. Furthermore, if Kn ⊆ F ,

then F → (G,H).

It is interesting to determine the smallest n for which Kn → (G,H), for a given

pair of graphs (G,H). Such n is called Ramsey number of (G,H) and it is denoted by

r(G,H). In the case G = H, we write r(G) only. Many results has been established about

r(G,H) (see (RADZISZOWSKIRADZISZOWSKI, 19941994) for a survey). And yet many are unknown even

for complete graphs. For instance, the best known bounds for r(Kk) is

k

2
· 2(k+1)/2 ≤ r(Kk) ≤ k−c

log k
log log k

(
2k − 2

k − 1

)
,

for some positive constant c. The lower bound is due to (SPENCERSPENCER, 19751975) while the upper

bound is due to (CONLONCONLON, 20092009). Any improvement in the bounds above would be of

significant interest. See (CONLON et al.CONLON et al., 20152015) for a survey on some recent developments

related to r(G).

Notice that if we have a graph F such that F → G, then we must have Kv(F ) → G,

since F ⊆ Kv(F ). Therefore r(G) ≤ v(F ), for every F that are Ramsey for G. This

provides us another way of defining r(G) as the minimum of v(F ) over all graphs F that

it is Ramsey for G. So, we could also ask about the minimum of f(F ) over all graphs F

that are Ramsey for G, for some real-valued graph invariant f . We call this minimum the

f -Ramsey number of G and we denote it by rf (G). Much attention has been given to the

case where f(F ) is the number of edges (see (ERDŐS et al.ERDŐS et al., 19781978)), the chromatic number

(see (BURR et al.BURR et al., 19761976)), and the maximum degree, ∆(F ) (see (KINNERSLEY et al.KINNERSLEY et al.,

20122012)). In the case f(F ) is the clique number, ω(F ) (the number of vertices in the largest

complete subgraph contained in F ), it was first asked by (ERDŐS; HAJNALERDŐS; HAJNAL, 19741974) for
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which integers k we have rω(Kk) = k and (FOLKMANFOLKMAN, 19701970) proved that we have this

for all k ≥ 2. Later, (NEŠETŘIL; RÖDLNEŠETŘIL; RÖDL, 19761976) proved that rω(G) = ω(G), for any

graph G. This result was revisited by (RÖDL; RUCIŃSKIRÖDL; RUCIŃSKI) ((19931993), (19951995)) who proved

that for a suitable choice of p, the random binomial graph Gn,p (see the next section for

a definition of Gn,p) is almost surely Ramsey for G and it does not have a clique of size

greater than ω(G). We shall discuss this result in the next section.

1.1 Ramsey theory for random graphs

Let Gn,p be the Erdős-Renyi binomial model of a random graph. That is, Gn,p

is a subgraph of Kn where each edge is chosen independently at random with probability

p. Much research has been made in order to understand what kind of properties we can

expect from Gn,p. We shall briefly discuss this here. In order to do this, let us introduce

some definitions.

A property P is understood as a family of graphs (the family of graphs that satisfy

that property). For instance, we call containment property the family of graphs F that

contains a fixed graph G. And we call Ramsey property the family of graphs F such that

F → (G,H), for a fixed pair of graphs (G,H). A property P is monotone increasing if

F ∈ P and F ⊆ H implies that H ∈ P . And P is a monotone decreasing property if

P , the family of all graphs not belonging to P , is monotone increasing. We say that a

property is monotone if it is monotone increasing or monotone decreasing. For instance,

both containment and Ramsey properties are monotone increasing properties.

We say that an event happens with high probability (w.h.p.) if the probability of

have it happening tends to one as the order of the sample space grows to infinity (usually,

the order of the sample space grows as the number of vertices of a random graph grows).

A threshold for a property P in Gn,p is a function p0 : N→ [0, 1] for which the following

holds:

lim
n→∞

P
[
Gn,p(n) ∈ P

]
=

{
0, if p(n)� p0(n);

1, if p(n)� p0(n).
(1)

A threshold is a strong threshold if there are c and C positive constants for which

lim
n→∞

P
[
Gn,p(n) ∈ P

]
=

{
0, if p(n) ≤ cp0(n);

1, if p(n) ≥ Cp0(n).
(2)

And a threshold is a sharp threshold if for all ε > 0, we have

lim
n→∞

P
[
Gn,p(n) ∈ P

]
=

{
0, if p(n) ≤ (1− ε)p0(n);

1, if p(n) ≥ (1 + ε)p0(n).
(3)
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In any of the three kinds of threshold above, we call 0-statement the statement that

lim
n→∞

P
[
Gn,p(n) ∈ P

]
= 0.

While the 1-statement corresponds to

lim
n→∞

P
[
Gn,p(n) ∈ P

]
= 1.

Determining threshold for properties in Gn,p has been an interesting research

subject. (BOLLOBÁS; THOMASONBOLLOBÁS; THOMASON, 19871987) showed that any monotone property has a

threshold function. (BOLLOBÁSBOLLOBÁS, 20012001) determined the threshold for the containment

property. He showed the following.

Notation 1. For a graph F with at least one vertex, we define the density of F as

m(F ) = max

{
e(F ′)

v(F ′)
: F ′ ⊆ F, v(F ′) ≥ 1

}
.

Theorem 1.1 (Bollobás, 1981). Let F be an arbitrary graph with at leas one edge. Then,

for p = p(n), we have

lim
n→∞

P
[
F ⊆ Gn,p

]
=

{
0, if p� n−1/m(F );

1, if p� n−1/m(F ).

We write F → (G,H)v if every 2-vertex-colouring of F contains a copy of G

with all the vertices with the first colour or contains a copy of H with all the vertices

with the second colour. This is the Ramsey property with respect to vertex colouring.

(KREUTERKREUTER, 19961996) determined the threshold for the Ramsey property with respect to

vertex colouring. He showed the following.

Notation 2. For a graph F with at least two vertices, let

m1(F ) = max

{
e(F ′)

v(F ′)− 1
: F ′ ⊆ F, v(F ′) ≥ 2

}
be the 1-density of F .

Theorem 1.2 (Kreuter, 1996). Let F1 and F2 be graphs with at least one edge and suppose

F1 is not a matching and that m1(F2) ≥ m1(F1). Then there exist positive constants c

and C such that, for p = p(n),

lim
n→∞

P
[
Gn,p → (F1, F2)v

]
=

{
0, if p ≤ cn−1/m1(F1,F2);

1, if p ≥ Cn−1/m1(F1,F2),

where

m1(F1, F2) = max

{
e(F ′) +m1(F2)

v(F ′)
: F ′ ⊆ F, v(F ′) ≥ 1

}
.
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Concerning the threshold for the Ramsey propertiy with respect to edge colouring

on the random graph Gn,p, (FRANKL; RÖDLFRANKL; RÖDL, 19861986) were the first to investigate them.

The first remarkable result is due to (RÖDL; RUCIŃSKIRÖDL; RUCIŃSKI)((19931993), (19951995)) who determined

the threshold for the symmetric Ramsey property on Gn,p.

Before we state precisely the theorem of Rödl & Ruciński, let us give an intuition

that suggest a lower bound for a possible threshold for the event that Gn,p → F . Given a

graph F with at least three vertices, we should give a large value of p for which Gn,p 9 F

almost surely. First, notice that the expected number of copies of F in Gn,p containing a

given edge e of Kn is at most

2e(F ) · (v(F )− 2)!

aut(F )
·
(

n− 2

v(F )− 2

)
pe(F )−1 ≤ nv(F )−2pe(F )−1,

where aut(F ) denotes the number of automorphism of F . Therefore, if we have p = pF =

cn−(v(F )−2)/(e(F )−1), then we can choose c small in order to have the bound above smaller

than 1. This way, we expect no more than one copy of F for most of the edges of Gn,p.

Therefore, if we give any 2-edge-colouring of Gn,p and we have a monochromatic copy

F̃ of F in Gn,p with this colouring, then in most cases, we can change the colour of an

edge e of F̃ making F̃ no more a monochromatic copy and we will not be worried with

creating a new monochromatic copy of F , since the only copy of F in Gn,p containing e

is F̃ . We can keep changing the colour of edges in Gn,p like above eliminating, thus, all

the monochromatic copies of F in Gn,p. With a careful analysis of the edges for which

we can not change immediately its color, we may find a coloring of Gn,p which does not

contain monochromatic copies of F . This way, we would have that Gn,p 9 F .

Instead of eliminating the monochromatic copies of F , we could try to do the

same as above but for a subgraph F ′ of F eliminating monochromatic copies of F ′, which

in turn, ends up eliminating monochromatic copies of F as well. Therefore, if for some

F ′ ⊆ F , we have
e(F )− 1

v(F )− 2
≤ e(F ′)− 1

v(F ′)− 2
,

then it should be more profitable to eliminate monochromatic copies of F ′ instead of F ,

since we would have pF ≤ pF ′ and yet Gn,pF ′
9 F . This suggest us to consider the

following definition.

Notation 3. For a graph F on at least three vertices, we set d2(F ) = (e(F )−1)/(v(F )−2).

The 2-density of F , denoted by m2(F ), is the number

m2(F ) = max{d2(F ′) : F ′ ⊆ F, v(F ′) ≥ 3}.

We say F is 2-balanced if m2(F ) = d2(F ), and strictly 2-balanced if in addition m2(F ) >

d2(F ′), for every F ′ ⊂ F with v(F ′) ≥ 3.

The Theorem of Rödl & Ruciński states that the lower bound suggested above
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give us, indeed, the threshold for the symmetric Ramsey property on Gn,p for any graph

F that is not a forest.

Theorem 1.3 (Rödl & Ruciński, 1995). For every graph F with m2(F ) > 1, there exist

positive constants c and C such that, for p = p(n),

lim
n→∞

P
[
Gn,p → F

]
=

{
0, if p ≤ cn−1/m2(F );

1, if p ≥ Cn−1/m2(F ).

(NENADOV; STEGERNENADOV; STEGER, 20162016) gave a proof of Theorem 1.31.3 using the hypergraph

container method. We present this proof with more details in Chapter 33.

About an asymmetric version, we have the following insight for a lower bound.

We want to determine p for which Gn,p 9 (F1, F2), for a given pair of graphs (F1, F2)

with m2(F1) ≥ m2(F2). We start colouring the edges of Gn,p that do not belong to a copy

of F1 with colour 1 and, then, we try to find a colouring of the remaining edges without

creating monochromatic copies of F1 and F2 with the colour 1 and 2, respectively. We

can bound the expected number of edges that belong to a copy of F1 by an union bound

as

m =

(
n

2

)
· 2e(F1) · (v(F1)− 2)!

aut(F1)
·
(

n− 2

v(F1)− 2

)
· pe(F1) = O

(
nv(F1)pe(F1)

)
,

Therefore, taking p = pF1 = cn−(v(F1)−2+1/m2(F2))/e(F1), for some positive constant c, we

must have m = O
(
n2−1/m2(F2)

)
. Now, we hope that the distribution of those edges behaves

like one of a random graph Gn,q with q = c′n−1/m2(F2), for a positive constant c′ = c′(c), as

suggested by the value of m. As we discussed earlier when we were giving an intuition to

suggest the lower bound for the threshold of the symmetric version, the expected number

of copies of F2 in Gn,q containing a fixed edge is bounded by a constant that can be as

small as we want. Therefore, when c is small (so is c′), it should be easy to colour the

edges in Gn,q avoiding copies of F1 with colour 1 and copies of F2 with colour 2 just by

assign the colour 2 to most of the edges. This give us, heuristically, a colouring for the

remaining edges of Gn,p. Then we have a 2-edge-colouring of Gn,p with no copies of F1

with the first colour and no copies of F2 with the second colour.

Now, just like in the symmetric case, we can consider subgraphs F ′1 of F1 creating

a colouring of Gn,p just like above, but avoiding copies of F ′1 with first colour and copies

of F2 with the second colour. This way, we avoid monochromatic copies of F1 with first

colour as well. Therefore, we must choose F ′1 ⊆ F for which pF ′1 is the greatest as possible,

which it should be the one that maximizes the value of e(F ′1)/(v(F ′1) − 2 + 1/m2(F2)).

This lead us to the following notation.

Notation 4. For two graphs F1 and F2, with v(F1) ≥ 3, we set

d2(F1, F2) = e(F1)/(v(F1)− 2 + 1/m2(F2)).
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The 2-density of the pair (F1, F2) is the number

m2(F1, F2) = max{d2(F1, F2) : F ′1 ⊆ F1, v(F ′1) ≥ 3}.

We say that F1 is balanced w.r.t. m2(F1, F2) if m2(F1, F2) = d2(F1, F2), and strictly

balanced w.r.t. m2(F1, F2) if in addition m2(F1, F2) > d2(F ′1, F2) for all F ′1 ⊂ F1, with

v(F ′1) ≥ 3. Notice that if m2(F1) ≥ m2(F2), then m2(F1) ≥ m2(F1, F2) ≥ m2(F2). In

particular, m2(F, F ) = m2(F ). And if m2(F1) > m2(F2), then m2(F1) > m2(F1, F2) >

m2(F2).

Following the insight given above, we hope that p = cn−1/m2(F1,F2) give us a

lower bound for the threshold for the event that Gn,p → (F1, F2). It was conjectured by

(KOHAYAKAWA; KREUTERKOHAYAKAWA; KREUTER, 19971997) that such p give us, in fact, the threshold for the

asymmetric Ramsey property on Gn,p.

Conjecture 1.4 (Kohayakawa & Kreuter, 1997). Let F1 and F2 be graphs with m2(F1) ≥
m2(F2) > 1. Then there exist positive constants c and C such that, for p = p(n),

lim
n→∞

P
[
Gn,p → (F1, F2)

]
=

{
0, if p ≤ cn−1/m2(F1,F2);

1, if p ≥ Cn−1/m2(F1,F2).

(KOHAYAKAWA; KREUTERKOHAYAKAWA; KREUTER, 19971997) proved the conjecture above for pairs of

cycles (with distinct size) and they proved the upper bound for pairs (F,Ck), where Ck

is a cycle of size k and F is a graph under some constraints. Precisely, they proved the

following.

Theorem 1.5 (Kohaykawa & Kreuter, 1997). Let F be a 2-balanced graph and k ≥ 3

be an integer such that m2(F ) > m2(Ck) = 1 + 1/(k − 2). Then there exists a positive

constant C such that, for p = p(n) ≥ Cn−1/m2(F1,F2),

lim
n→∞

P
[
Gn,p → (F,Ck)

]
= 1.

Furthermore, the same conclusion holds for a graph F and an integer k ≥ 3 with m2(F1) ≥
m2(Ck), provided that F is strictly 2-balanced. If in addition F is a cycle C`, then there

is a positive constant c such that, for p = p(n) ≤ cn−1/m2(F1,F2),

lim
n→∞

P
[
Gn,p → (C`, Ck)

]
= 0.

(MARCINISZYN et al.MARCINISZYN et al., 20092009) proved the lower bound as in the Conjecture (1.41.4)

for (F1, F2) being a pair of cliques. They observed that the upper bound follows from an

important conjecture of Kohayakawa,  Luczak and Rödl known as K LR conjecture (see

Chapter 22).

Theorem 1.6 (Marciniszyn, Skokan, Spöhel & Steger, 2009). Let k1 and k2 be positive in-



16

tegers with k1 ≥ k2 ≥ 3. Then there exist c > 0 such that, for p = p(n) ≤ cn−1/m2(Kk1
,Kk2

),

lim
n→∞

P
[
Gn,p → (Kk1 , Kk2)

]
= 0.

Furthermore, the K LR conjecture implies that there exists C > 0 such that, for p = p(n) ≥
Cn−1/m2(Kk1

,Kk2
),

lim
n→∞

P
[
Gn,p → (Kk1 , Kk2)

]
= 1.

In fact, the observation from (MARCINISZYN et al.MARCINISZYN et al., 20092009) was that the K LR

conjecture implies the upper bound in Conjecture (1.41.4) for pairs of graphs (F1, F2) with

m2(F1) ≥ m2(F2) > 1 and with an additional constraint that F1 is 2-balanced. The K LR

conjecture was proved only recently by (BALOGH et al.BALOGH et al., 20152015) and (SAXTON; THOMASONSAXTON; THOMASON,

20152015), independently, using the hypergraph containers method. The following result

from (KOHAYAKAWA et al.KOHAYAKAWA et al., 20142014) was proved without using any sparse-regularity tech-

nique, in special, without using the K LR conjecture.

Theorem 1.7 (Kohaykawa, Schacht & Spöhel, 2014). Let F1 and F2 be graphs with

m2(F1) > m2(F2) > 1 such that F1 is strictly balanced w.r.t. m2(F1, F2). Then there

exists a positive constant C such that, for p = p(n) ≥ Cn−1/m2(F1,F2),

lim
n→∞

P
[
Gn,p → (F1, F2)

]
= 1.

One of the aims of this thesis is to give a complete proof that the K LR con-

jecture implies the 1-statement of Conjecture 1.41.4 for some pair of graphs, as claimed

in (MARCINISZYN et al.MARCINISZYN et al., 20092009). More precisely, we will prove the following.

Theorem 1.8. Let F1 and F2 be graphs with m2(F1) > m2(F2) > 1 such that F1 is 2-

balanced. Then there exists a positive constant C such that for p = p(n) ≥ Cn−1/m2(F1,F2),

lim
n→∞

P
[
Gn,p → (F1, F2)

]
= 1.

Furthermore, the same conclusion holds for pairs of graphs (F1, F2) with m2(F1) ≥ m2(F2) >

1 provided that F1 is strictly 2-balanced and.

Just to illustrate how deep is the theorem above, let see some examples of pairs

of graphs (F1, F2) for which Theorem 1.81.8 can be applied to:

1. Pairs of cycles (Cs, Ct) with s ≥ t ≥ 3.

2. Pairs of graphs (Ka,b, G) with G ⊆ Ka,b, v(G) ≥ 3 and m2(G) > 1 (this includes the

pairs of complete bipartite graphs (Ka,b, Ks,t) with a ≥ s, b ≥ t and s+ t ≥ 3).

3. Pairs of graph (Ks, G) with G ⊆ Ks, v(G) ≥ 3 and m2(G) > 1 (this includes the

pairs of complete graph (Ks, Kt) with s ≥ t ≥ 3).

This thesis is organized as the following. We first discuss in Chapter 22 some

techniques (such as sparse version for the regularity lemma, K LR conjecture and the

hypergraph containers method) that will be useful in our proofs. Then in Chapter 33, we
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present the proof of the symmetric version (Theorem 1.31.3) using the hypergraph containers

method. Following, we present the proof of the asymmetric version (Theorem 1.81.8) using

the K LR conjecture in Chapter 44. Then finally, we present a proof of the K LR conjecture

using the hypergraph containers method in Chapter 55.
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2 TECHNIQUES

In this section, we make an exposition of those well established results in the

literature which will be essential tools in our proofs along this text.

2.1 Regularity lemma for sparse graphs

Let G be a graph and U and V be disjoint subsets of V (G). The density d(U, V )

of the pair (U, V ) is the number |U ||V |/e(U, V ), where e(U, V ) is the number of edges

between U and V . We say that (U, V ) is an ε-regular pair if, for every U ′ ⊆ U and V ′ ⊆ V

with |U ′| ≥ ε|U | and |V ′| ≥ ε|V |, we have

|d(U, V )− d(U ′, V ′)| ≤ ε.

A partition V1, . . . , Vk of V (G) is an equipartition if |V1| ≤ |V2| ≤ · · · ≤ |Vk| ≤ |V1| + 1.

If at least (1− ε)
(
k
2

)
pairs (Vi, Vj), with 1 ≤ i, j ≤ k, are ε-regular, then we say that the

equipartition is ε-regular.

Roughly speaking, the celebrated Szemerédi’s regularity lemma states that ev-

ery large enough graph admits an ε-regular equipartition with few parts. (SZEMERÉDISZEMERÉDI,

19751975) first applied this lemma to prove a conjecture from (ERDŐS; TURÁNERDŐS; TURÁN, 19361936) about

arithmetic progressions in dense subsets of N – nowadays this result is known as Sze-

merédi’s Theorem and it has fostered a large amount of research in additive number the-

ory and related areas. The lemma itself became one of the most important tool in modern

combinatorics being already applied to many other problems (see (KOMLÓS et al.KOMLÓS et al., 20022002)

for a survey on Szemerédi’s regularity lemma and some of its classical applications). Here

is the precise statement of the lemma. Here we prefer to refer to it as a theorem.

Theorem 2.1 (Szemerédi’s Regularity Lemma, 1975). For every ε > 0 and every positive

integer k0, there exists a positive integer K such that every graph G with at least K vertices

has an ε-regular equipartition V1, . . . , Vk of V (G) with k0 ≤ k ≤ K.

It is worth noting that for graphs with o(n2) edges (we say that those graphs are

sparse graphs), the Szemerédi’s regularity lemma tell us nothing, since the error part en-

capsulated by the regularity has o(n2) edges and therefore, we could have the whole graph

covered by the error part. (KOHAYAKAWAKOHAYAKAWA, 19971997) and Rödl, independently, observed

that the regularity lemma can still be useful for sparse graphs under some reasonable

conditions. In the following, we develop some definitions in order to state precisely the

sparse version of Szemerédi’s regularity lemma.

We say that a pair (U, V ) of disjoint subsets of V (G) is (ε, p)-regular if, for every

U ′ ⊆ U and V ′ ⊆ V with |U ′| ≥ ε|U | and |V ′| ≥ ε|V |, we have

|d(U, V )− d(U ′, V ′)| ≤ εp.
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An equipartition V1, . . . , Vk of V (G) is (ε, p)-regular if at least (1 − ε)
(
k
2

)
pairs (Vi, Vj),

with 1 ≤ i, j ≤ k, are (ε, p) regular. A graph G is (η,D, p)-upper-uniform if, for all

disjoint subsets U and V of V (G) with |U |, |V | ≥ η|V (G)|, we have d(U, V ) ≤ Dp.

Now, we can state the sparse version of Szemerédi’s regularity lemma due to

Kohayakawa and Rödl.

Theorem 2.2 (Kohayakawa & Rödl’s Sparse Regularity Lemma, 1997). For every positive

constants ε and D and every positive integer k0, there exist η > 0 and a positive integer

K0 such that for any p ∈ [0, 1], every (η,D, p)-upper-uniform graph G with at least k0

vertices has an (ε, p)-regular equipartition V1, . . . , Vk of V (G) with k0 ≤ k ≤ K0.

The reader is referred to (GERKE; STEGERGERKE; STEGER, 20052005) for some classical appli-

cations of Theorem 2.22.2 in extremal graph theory. It is worth mentioning that (SCOTTSCOTT,

20112011) proved a sparse version of Szemerédi regularity lemma in which the upper-uniformity

assumption is dropped. In the following, an (ε)-regular equipartition of a graph G is an

(ε, p)-regular equipartition of G with p = e(G)/
(
n
2

)
. Here is the precise result established

by Scott.

Theorem 2.3 (Scott’s Sparse Regularity Lemma, 2011). For every ε > 0 and every

positive integer k0, there exists a positive integer K such that every graph G with at least

k0 vertices has an (ε)-regular equipartition V1, . . . , Vk of V (G), with k0 ≤ k ≤ K.

In the following, we show how the (ε, p)-regularity is related to random bipartite

graphs. This example will be important for the subsequent examples we have in this text.

Example 1. Consider a random bipartite graph Gm[U, V ] chosen uniformly at random

from all the bipartite graphs on (U, V ) with m edges. Notice that an edge uv with u ∈ U
and v ∈ V belongs to Gm[U, V ] with probability p = m/n2 = d(U, V ). Now, let ε be

a positive constant. We want to bound the probability of Gm[U, V ] being (ε, p)-regular.

For this purpose, fix U ′ ⊆ U and V ′ ⊆ V with |U ′| ≥ ε|U | and |V ′| ≥ ε|V |. Let X be

the random variable e(U ′, V ′). Notice that X has distribution Binomial(|U ′||V ′|, p) with

mean µ = p|U ′||V ′| ≥ ε2p|U ||V |. Thus, by the Chernoff’s inequality (see Corollary B.4B.4),

for ε ≤ 3/2, we have

P
[
|d(U ′, V )′ − d(U, V )| ≥ εp

]
= P

[
| e(U ′, V ′)− p|U ′||V ′| | ≥ εp|U ′||V ′|

]
= P

[
|X − µ| ≥ εµ

]
≤ 2 · exp

{
−ε

2

3
µ

}
≤ 2 · exp

{
−ε

4

3
p|U ||V |

}
.

Now, by applying the union bound for all the choices of U ′ and V ′,

P
[
Gm[U, V ] is not (ε, p)-regular

]
≤ 2|U |+|V |+2 exp

{
−ε

4

3
p|U ||V |

}
.
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In particular, if |U | = |V | = n and if p ≥ Cn−1, for some positive constant C = C(ε)

big enough, the right hand side of the last inequality goes to zero when n goes to infinity

and, thus, Gm[U, V ] is w.h.p. (ε, p)-regular with density p. �

2.2 Embedding lemma and K LR conjecture

In most applications of the Szemerédi’s regularity lemma, we apply an embedding

lemma or even a counting lemma together. An embedding lemma is a result that explores

the structure of a regular equipartition in order to ensure the existence of copies of a

certain graph. A counting lemma, meanwhile, does the same to count the number of such

copies. Roughly speaking, the embedding lemma states that if we do a blow-up of a graph

H, meaning to replace its vertices by large independent sets and its edges by ε-regular

bipartite graphs with positive density, then we can find a copy of H in this blown-up

graph. The counting lemma ensures that we can find as many copies of H as we would

find in a random blow-up of H with the same density (that is, a blow-up just like before,

but instead of adding ε-regular bipartite graphs, we add random bipartite graphs with

the same density). In the following, we formalize this.

Let H be a graph on {1, . . . , v(H)}. Consider ε > 0, p ∈ [0, 1], and m ≤ n2

positive integers. Let V = V1 ∪ . . . ∪ Vv(H) be a disjoint union of independent sets of

size n. For each ij ∈ E(H), we add m edges between the pair (Vi, Vj) in a such way

that (Vi, Vj) is an (ε, p)-regular pair. Let G = (V,E) be the resulting graph. We denote

by G (H,n,m, p, ε) the collection of all graphs obtained in this way. A canonical copy of

H in G ∈ G (H,n,m, p, ε) is a copy of H in G with exactly one vertex in each Vi. We

denote by G∗ (H,n,m, p, ε) the set of all graphs G ∈ G (H,n,m, p, ε) that do not contain

a canonical copy of H.

Example 2. Let G[H,n,m] be the random blow-up of H obtained replacing each vertex

vi of H by an independent set Vi with n vertices and each edge vivj of H by a random

bipartite graph Gm[Vi, Vj] (see Example 11). Let p = m/n2. As was shown in Example 11,

each of those bipartite random graphs Gm[Vi, Vj] are, w.h.p., (ε, p)-regular provided that

p ≥ Cn−1, for some positive constant C. Then for every ε > 0, w.h.p., G[H,n, p] belongs

to G (H,n,m, p, ε) if p ≥ Cn−1. �

The following theorem is what is known as embedding lemma (see (KOMLÓS et al.KOMLÓS et al.,

20022002)).

Theorem 2.4 (The embedding lemma). For every graph H and every positive d, there

exist a positive ε and an integer n0 such that for every n and m with n ≥ n0 and m ≥ dn2,

every graph G ∈ G (H,n,m, 1, ε) contains a canonical copy of H.

The counting lemma associated to the embedding lemma above states that there

are (de(H) + o(1))nv(H) canonical copies of H in a such graph G as above, for d = m/n2.

Notice that the expect number of canonical copies of H in G[H,n,m] is de(F )nv(H). There-

fore, the counting lemma states that we should find roughly the same number of canonical
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copies of H in a graph G ∈ G (H,n,m, 1, ε) as in the random blow-up G[H,n,m].

Theorem 2.5 (Counting lemma). For every graph H and every positive δ > 0, there exist

a positive ε and an integer n0 such that for every n and m with n ≥ n0 and d = m/n2 > δ,

every graph G ∈ G (H,n,m, 1, ε) contains
(
de(H) ± δ

)
nv(H) canonical copies of H.

We would like to have a sparse version of the embedding and counting lemma.

That is, we would like to consider p = p(n) being any number in [0, 1] tending to zero, as

n grows to infinity, instead of just having p being a constant. Furthermore, the conclusion

should be that every graph G ∈ G (H,n,m, p, ε) contains
(
de(H) ± δ

)
pe(H)nv(H) canonical

copies of H. However, this does not happen if p is too small, as shown in the following

example.

Example 3. Let G[H,n,m] be the random graph defined in the Example 22. We saw that

for any ε > 0, w.h.p., G[H,n,m] belongs to G (H,n,m, p, ε/2), for p = m/n2. Let us put

p = cn−
v(H)−2
e(H)−1 , for some small positive constant c. Notice that we have p� n−1 if (e(H)−

1)/(v(H)− 2) > 1; so let us say that this is the case. The expected number of canonical

copies of H in G[H,n,m] is nv(H)pe(H) = nv(H)−2pe(H)−1m = ce(H)−1m. Therefore, there

is a graph G′ ∈ G (H,n,m, p, ε/2) with at most ce(H)−1m canonical copies of H. Let

δ = ce(H)−1/e(H) and take c = c(H, ε) small enough in order to have δ ≤ ε3/4. This way,

the number of canonical copies of H in G′ is e(H)δm. So we can chose δm edges from each

bipartite subgraph (Vi, Vj) of G′, with vivj ∈ E(H), in a way that each canonical copies of

H contains at least one of those edges. Then, by deleting those edges, we obtain a graph

G with (1− δ)m edges between (Vi, VJ) with no canonical copies of H. Furthermore, we

have that (Vi, Vj) is an (ε, p)-regular pair in G. In fact, if U ⊆ Vi and V ⊆ Vj are such

that |U |, |V | ≥ εn, then

|dG(U, V )− dG(Vi, Vj)| =
∣∣∣∣eG(U, V )

|U ||V |
− (1− δ)m

n2

∣∣∣∣
≤
∣∣∣∣eG′(U, V )

|U ||V |
− m

n2

∣∣∣∣+

∣∣∣∣eG′(U, V )− eG(U, V )

|U ||V |
− δm

n2

∣∣∣∣
≤ |dG′(U, V )− dG′(Vi, Vj)|+

δm

|U ||V |
+
δm

n2

≤ ε

2
p+

δm

ε2n2
+
δm

n2

≤ ε

2
p+

2δ

ε2
p

≤ ε

2
p+

ε

2
p = εp,

where we use the fact that (Vi, Vj) is also (ε/2, p) regular in G′. Therefore, G belongs to

G (H,n, (1− δ)m, p, ε) and has no canonical copies of H. In other words, G belongs to

G∗ (H,n, (1− δ)m, p, ε). �

Therefore, if we expect to have a sparse version of an embedding lemma, a nec-

essary condition, as shown by the construction above, is to have p ≥ Cn−
v(H)−2
e(H)−1 , for some
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positive constant C = C(H), whenever e(H)−1
v(H)−2

> 1. Since removing all canonical copies

of a subgraph H ′ ⊂ H would still remove all the canonical copies of H, we actually need

to take p ≥ Cn−1/m2(H), whenever m2(H) > 1. However, as the next example illustrates,

we still have another fundamental difficulty in determining a sparse embedding lemma.

For a graph G, we denote by Gn the complete blow-up of G of order n that is

the graph obtained from G replacing each vertex vi of G by an independent set Vi with n

elements and adding a complete bipartite graph on (Vi, Vj) whenever that vivj ∈ E(G).

Example 4. GivenN and p with p(N) = o(1) and p� N−1/m2(H), take n = (c−1p)
−m2(H)

,

where c is a small positive constant. Notice thatN � n and since p goes to zero as function

of N , we have that n goes to infinity as a function of N . Furthermore, our choice of n

implies that p = cn−1/m2(H). We know from Example 33 that if c is small enough, then

there exists G̃ ∈ G (H,n,m, p, ε), for m = pn2, with no canonical copy of H. Now, take

G = G̃
N
n the complete blow-up of G̃ of order N/n. So we have G ∈ G (H,N,M, p, ε), with

M =
(
N
n

)2 ·m = pN2. However, G belongs to G∗ (H,N,M, p, ε), since it has no canonical

copies of H. �

Despite of this, it is plausible to hope that those examples for which a sparse

embedding lemma fails are rare. This was conjectured by (KOHAYAKAWA et al.KOHAYAKAWA et al., 19971997)

and it became known as the famous K LR conjecture. Several special cases of this con-

jecture were verified over the years. In special, a random version was established by

(CONLON et al.CONLON et al., 20142014). But only recently, with the development of the technique known

as hypergraph containers method due to (BALOGH et al.BALOGH et al., 20152015) and (SAXTON; THOMASONSAXTON; THOMASON,

20152015) a complete proof of the K LR conjecture is known. Here is the precise statement of

the conjecture.

Theorem 2.6 (The K LR conjecture). For every graph H and every positive β, there

exist positive constants C, n0, and ε such that the following holds. For every n ∈ N with

n ≥ n0 and m ∈ N with m ≥ Cn2−1/m2(H),

∣∣G∗ (H,n,m,m/n2, ε
)∣∣ ≤ βm

(
n2

m

)e(H)

.

The K LR conjecture has been already applied in many problems even before it

has been completely established. For instance, the random version of Turán’s theorem

was known to follow from the K LR conjecture (see (KOHAYAKAWA et al.KOHAYAKAWA et al., 19971997) and

(GERKE; STEGERGERKE; STEGER, 20052005)). Recently, (CONLON; GOWERSCONLON; GOWERS, 20162016) proved the random

version of Turán’s theorem for graphs under a certain balancing condition without using

the K LR conjecture, while (SCHACHTSCHACHT, 20162016) proved it for any graph. Also, an upper

bound for the Ramsey property for random graphs conjectured by (KOHAYAKAWA; KREUTERKOHAYAKAWA; KREUTER,

19971997) (Conjecture 1.41.4) was known to follow from the K LR conjecture under some balanc-

ing condition (see (MARCINISZYN et al.MARCINISZYN et al., 20092009) and Theorem 1.81.8), while (KOHAYAKAWA et al.KOHAYAKAWA et al.,

20142014) proved this upper bound without using the K LR conjecture, though under another
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balancing condition (see Theorem 1.71.7). We give the proof of Theorem 1.81.8 using the K LR

conjecture in Chapter 44.

2.3 Hypergraph containers

A hypergraph is a pair H = (V (H), E(H)) where E(H) ⊆ P(V (H)). We say

that the elements in V (H) are the vertices of H and V (H) is the vertex set of H. The

elements in E(H) are called hyperedges of H and the set E(H) is the hyperedge set of H.

The number of vertices and hyperedges in H are denoted by v(H) and e(H), respectively.

The hypergraph H is k-uniform if every hyperedge of H has exactly k vertices.

Given A ⊆ V (H), the hypergraph induced by A is the hypergraph H[A] = (A,E ′),

where E ′ = {e ∈ E : e ⊆ A}. A subset I ⊆ V (H) of vertices is said independent if

E(H[I]) = ∅, that is, if there is no hyperedge of H contained in I. We denote by I(H)

the collection of all independent sets in H. The number of independent sets in H is

denoted by i(H). And the maximum size of an independent set in H is denoted by α(H).

A trivial relation between the last two definend parameters is that i(H) ≥ 2α(H), since

any subset of an independent set is still a independent set.

Many extremal problems in combinatorics can be reduced to the analysis of in-

dependent sets in hypergraphs. This is naturally done by considering the hyperedges of a

hypergraph as the set of elements which generates some forbidden configuration. Let us

illustrate this with an example.

Example 5. Given a graph F , let Hn,F be the hypergraph (V,E) with V = E(Kn) and

E = {E(F ′) : F ′ ⊆ Knis a copy of F}. Therefore, H is an e(F )-uniform hypergraph with(
n
2

)
vertices and with

v(F )!

aut(F )

(
n

v(F )

)
edges. An independent set I in Hn,F corresponds to the edge set of a graph G ⊆ Kn which

is F -free (that is, G has no subgraph isomorphic to F ). Therefore, α(Hn,F ) is equal to

ex(n, F ), the maximum number of edges in a F -free graph on n vertices. A classical result

due to (ERDŐS; STONEERDŐS; STONE, 19461946) (see also (BOLLOBÁSBOLLOBÁS, 19981998)) states that

ex(n, F ) =

(
1− 1

χ(F )− 1
+ o
(
1
))(n

2

)
,

where χ(F ) is the chromatic number of F . Furthermore, any extremal graph is isomorphic

to the Turán graph T (n, χ(F )), the graph obtained by partitioning a set on n vertices

into χ(F ) subsets, with size as equal as possible, and connecting two vertices by an edge

if, and only if, they belong to different such subsets.
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Let π(F ) be the Turán density of F , which is the number

π(F ) = lim
n→∞

ex(n, F )

(
n

2

)
= 1− 1

χ(F )− 1
.

An important result of (ERDŐS; SIMONOVITSERDŐS; SIMONOVITS, 19831983) implies that, for every δ > 0,

there exist ε > 0 and n0 such that for n ≥ n0, if G is a graph on n vertices with

e(G) ≥ (π(F ) + δ)
(
n
2

)
, then G has at least εnv(F ) many copies of F . Back to Hn,F , this

says that if A ⊆ V (Hn,F ) is such that |A| ≥ (π(F ) + δ)v(Hn,F ), then e(Hn,F [A]) ≥ εe(H).

This result is what we call a supersaturation for Hn,F .

Now, i(Hn,F ) corresponds to the number of F -free graphs on n vertices (which

we are going to denote it by f(n, F ), though there is no a standard notation for that).

Notice that f(n, F ) ≥ 2ex(n,F ), since any subgraph of a F -free graph is still F -free.

(ERDŐS et al.ERDŐS et al., 19861986) proved that

f(n, F ) = 2ex(n,F )+o(n2).

(BALOGH et al.BALOGH et al., 20042004) improved this result by showing that there is a positive constant

ε which depends only on F such that

f(n, F ) = 2ex(n,F )+O(n2−ε).

�

The general ideal is to model forbidden configuration as independent sets. There-

fore, we would like to have a method which allows us to describe approximately the

independent sets in a hypergraph. In this direction, the containers method developed

by (BALOGH et al.BALOGH et al., 20152015) and, independently, by (SAXTON; THOMASONSAXTON; THOMASON, 20152015) has

excelled. The containers method goes back to a work of (KLEITMAN; WINSTONKLEITMAN; WINSTON, 19821982),

where they proved that f(n,C4) = 2O(ex(n,C4)). The idea behind the method relies on de-

termining a small family C of subsets of V (H) which are almost independent and such

that C forms a collection of containers for I(H).

To be a little bit more precise (this should be just a warmout for the actual

container method), let ε be (as always) a small positive constant. Then C must be a

family of subsets of V (H) satisfying the following:

(i) C has at most 2εv(H) elements;

(ii) for every C ∈ C, we have e(H[C]) < εe(H);

(iii) for every I ∈ I(H), there exists C ∈ C such that I ⊆ C.

These three items above are what we meant by small family, almost independent and

collection of containers, respectively. We call a family C like above a good collection of

containers for I(H) and ε.

Notice that it is straightforward to obtain a family C satisfying any two among
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the three items above. For instance, for items (i) and (ii), take C = ∅; for items (i) and

(iii), take C = V (H); and for items (ii) and (iii), take C = I(H). And the last example

also works for the three items at the same time if we have i(H) ≤ 2εv(H). We could

also take C to be the set of maximal independent sets in H in order to have the three

conditions above. Of course, this family satisfy (ii) and (iii). However, it is not always

true that such family will satisfy (i). For example, the graph (n/2)K2, for n even, has

2n/2 maximal independent sets.

Therefore, the hardness on finding a good collection of containers relies on having

the three items at the same time for a hypergraph with many (maximal) independent sets.

This observation suggest us to consider hypergraph which are not so dense. Let us see

how a good collection of containers could be applied in an extremal problem like that one

we discussed in Example 55.

Example 6. Let Hn be a sequence of hypergraphs (in Example 55, Hn = Hn,F ) and let us

say that v(Hn) goes to infinity as n. Let Cn be a good collection of containers for I(Hn)

and a fixed ε > 0. We can bound i(Hn) by

i(Hn) ≤
∑
C∈Cn

i(Hn[C])

≤ 2εv(Hn) max{i(Hn[C]) : C ∈ Cn}

≤ 2εv(Hn)+max{|C|:C∈Cn}.

Actually, so far we only used items (i) and (iii) from the good collection of containers Cn to

get to the inequality above. Item (ii) becomes useful when we have an additional property

onHn: the supersaturation. A supersaturation is, in general, a statement ensuring that for

some constant π ∈ [0, 1] (see π(F ) in Example 55), the following holds: for all δ > 0, there

is an ε > 0 and n0 such that for n ≥ n0, if A ⊆ V (Hn) is such that |A| ≥ (π + δ)v(Hn),

then e(Hn[A]) ≥ εe(Hn). Therefore, since C ∈ Cn is such that e(Hn[C]) < εe(Hn), we

must have |C| < (π + δ)v(Hn). Thus, we can improve the previous bound on i(Hn) by

i(Hn) ≤ 2(π+δ+ε)v(Hn).

Since ε and δ are small constants, the bound above give us that i(Hn) ≤ 2(π+o(1))v(Hn) (in

Example 55, it give us that f(n, F ) ≤ 2ex(n,F )+o(n2)). In general, we can guarantee that for

some π, we have i(Hn) ≥ 2πv(Hn), by simply taking all the subsets of an independent set

of sizer πv(Hn) (in Example 55, it corresponds to taking all the subgraphs of the Turán

graph T (n, χ(F ))). �

Therefore, the method relies on finding a good collection of containers and in

most of the cases, it is useful when we have a supersaturation result together. In the

following, we state the hypergraph container theorem due to (BALOGH et al.BALOGH et al., 20152015)

which establishes a good collection of containers for k-uniform hypergraphs with some
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control under the degree distribution and we give a proof for the container theorem for

F -free graphs. Before that, let us introduce some definitions.

Let H be a hypergraph. A family F of subsets of V (H) is increasing in H if

for every A,B ⊆ V (H) with A ∈ F and A ⊆ B implies that B ∈ F . So, let F be an

increasing family in H and let ε be a positive constant. We say that H is (F , ε)-dense if

e(H[A]) ≥ εe(H), for every A ∈ F .

For a subset T ⊆ V (H), we define the degree of T in H as

degH(T ) = |{E ∈ E(H) : T ⊆ E}|.

And the maximum `-degree of H is defined as

∆`(H) = max{degH(T ) : T ⊂ V (H) and |T | = `}.

The containers lemma roughly states that if a k uniform hypergraph H is (F , ε)-
dense and it has the edge distribution controlled by certain natural bound, then I(H)

can be partitioned into few parts in a way that all the independent sets in the same part

are essentially contained in a single set A 6∈ F . Here is the precise statement of it.

Theorem 2.7 (Hypergraph Containers Theorem). For every k ∈ N and all positive c and

ε, there exists a positive constant C such that the following holds. Let H be a k-uniform

hypergraph and let F ⊆ P(V (H)) be an increasing family of sets such that |A| ≥ εv(H)

for all A ∈ F . Suppose that H is (F , ε)-dense and p ∈ (0, 1) is such that, for every ` ∈ [k],

∆`(H) ≤ c p`−1 e(H)

v(H)
. (4)

Then there exist a family S ⊆ I(H) with |S| ≤ Cp · v(H), for all S ∈ S, and functions

f : S → F and g : I(H) → S such that for every I ∈ I(H), we have g(I) ⊆ I and

I \ g(I) ⊆ f(g(I)).

The families S and f(S) above are called source set (or fingerprint set) and

container set for the independent sets in H, respectively.

Let Hn be a sequence of hypergraph. Let us see how Theorem 2.72.7 give us a good

collection of containers for I(Hn). Let Fn = {A ⊆ V (Hn) : e(Hn[A]) ≥ εe(Hn)}. Of

course, Fn is an increasing family and Hn is (Fn, ε)-dense. Suppose that Hn is such that

|A| ≥ εv(Hn), for all A ∈ Fn and that for some pn ∈ (0, 1), the inequality (44) holds for

every ` ∈ [k]. Suppose that, in addition, pn goes to zero when n grows. Theorem 2.72.7 give

us a family Sn ⊆ I(H) with |S| ≤ Cpnv(Hn), for all S ∈ Sn, and functions fn : Sn → Fn
and gn : I(Hn) → Sn such that for every I ∈ I(Hn), we have gn(I) ⊆ I and I \ gn(I) ⊆
fn(gn(I)). Let Cn = {fn(S)∪S : S ∈ Sn}. Then Cn is a collection of containers for I(Hn),

since if I ∈ I(Hn), then I ⊆ fn(S) ∪ S, for S = gn(I). Notice that, since fn(S) ∈ Fn, we
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have e(Hn[fn(S)]) < εe(Hn). Therefore, the number of edges in fn(S) ∪ S is bounded by

e(fn(S) ∪ S) ≤ e(Hn[fn(S)]) + |S| ·∆1(Hn)

≤ εe(Hn) + Cpnv(Hn) · c e(Hn)

v(Hn)

≤ 2εe(Hn),

for n large. Thus, e(Hn[C]) ≤ 2εe(Hn), for all C ∈ Cn (that is, each set in Cn is almost

independent). Now, for some B > 0, we have

|Cn| ≤ |Sn|

≤
Cpnv(Hn)∑

i=1

(
v(Hn)

i

)
≤ B

(
v(Hn)

Cpnv(Hn)

)
≤ B

(
1

Cpn

)Cpnv(Hn)

≤ 2εv(Hn),

by taking n larger. Therefore, Cn is a good collection of containers for I(Hn) and 2ε.

In order to develop the containers for F -free graphs, let H be the hypergraph

Hn,F defined in Example 55 and let F be the family of graphs G ⊆ Kn with at least εnv(F )

copies of F . So, H is (F , ε)-dense. Therefore, if we want to apply Theorem 2.72.7, we have

to choose p in order to have inequality (44). Thus, the containers for F -free graphs can be

established proving that we can chose p = n−1/m2(F ). What we get from the hypergraph

containers theorem can, then, be stated as the following.

Theorem 2.8 (Containers lemma for F -free Graphs). For any graph F and ε > 0,

there exist n0 and D > 0 such that the following is true. For every n > n0, there

exist t = t(n) pairwise distinct subsets S1, . . . , St ⊆ E(Kn) of edges of Kn and t subsets

C1, . . . , Ct ⊆ E(Kn) such that

1. each Si, i ∈ [t], contains at most Dn2−1/m2(F ) elements,

2. each Ci, i ∈ [t], forms at most εnv(F ) copies of F in Kn,

3. if G ⊆ Kn is an F -free graph, then there exists i ∈ [t] such that Si ⊆ E(G) ⊆ Ci.

The sets C1, . . . , Ct and S1, . . . , St in the theorem above are called containers and

sources , respectively.

Proof of Theorem 2.82.8. We shall apply Theorem 2.72.7. In order to do that, let H be the

e(F )-uniform hypergraph with vertex set V (H) = E(Kn) and hyperedge set

E(H) = {E(F ′) : F ′ ⊆ Kn and F ′ is isomorphic to F}.
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First, we will show that inequality (44) holds for p = n−1/m2(F ). Let T be a subset of

V (H) with ` ≤ e(F ) elements. Thus, degH(T ) corresponds to the number of subgraphs

F ′ ⊆ Kn isomorphic to F for which T ⊆ E(F ′). For a graph H ⊆ F , let us denote

by F (H,n) the number of subgraphs F ′ ⊆ Kn isomorphic to F with H ⊆ F ′. Thus,

F (H,n) ≤ c(F,H) ·
(

n
v(F )−v(H)

)
, where c(F,H) is a positive constant. Therefore, we can

bound degH(T ) by

degH(T ) ≤ max{F (H,n) : H ⊆ F and e(H) = `}

≤ c(F ) ·max{nv(F )−v(H) : H ⊆ F and e(H) = `},

where c(F ) = max{c(F,H) : H ⊆ F}.
Now, let p = n−1/m2(F ). By the definition of m2(F ), we have, for all H ⊆ F , that

pe(H)−1nv(H)−2 ≥ 1.

So, for all H ⊆ F with e(H) = `, we have

nv(F )−v(H) ≤ p`−1nv(F )−2.

Thus,

degH(T ) ≤ c(F ) · p`−1nv(F )−2.

On the other hand, as v(H) = Θ(n2) and e(H) = Θ(nv(F )), we have e(H)/v(H) =

Θ(nv(F )−2). Therefore, for a large enough constant c = c(F ), we must have

degH(T ) ≤ c · p`−1 e(H)

v(H)
.

This shows that inequality (44) holds.

Now, let F be the family

F = {E(G) : G ⊆ Kn and G has more than (ε/2)nv(F ) copies of F}.

Of course, F is an increasing family. We claim that H is (F , ε/2)-dense. Indeed, if

A = E(G) ∈ F , then G has at least (ε/2)nv(F ) copies of F and, therefore, H[A] has at

least (ε/2)nv(F ) hyperedges. Now, once e(H) ≤ nv(F ), it follows that e(H[A]) ≥ (ε/2)e(H).

Also, we have |A| = e(G) ≥ εv(H). In fact, since the number of copies of F in G is at

most e(G)nv(F )−2 and at least (ε/2)nv(F ), it follows that e(G) ≥ ε
(
n
2

)
= εv(H).

Therefore, H and F satisfy the conditions on the hypotheses of Theorem 2.72.7.

The conclusion give us the existence of a family S = {S1, . . . , St} of independent subsets

in H for which, for some positive constant D, we have |Si| ≤ Cp · v(H) ≤ Dn2−1/m2(F ),

for all i ∈ [t]. This give us the first item in the statement of the theorem.
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The sets C1, . . . , Ct come from the function f given by Theorem 2.72.7. Indeed, for

each i ∈ [t], take Ci = f(Si)∪Si. As f(Si) ∈ F , we have that f(Si) has at most (ε/2)nv(F )

copies of F . Notice that for a fixed edge e, the number of copies of F in Kn containing

that edge is at most nv(F )−2. Thus, each edge in Si is contained in at most nv(F )−2 copies of

F in f(Si)∪Si and, therefore, there exist at most nv(F )−2|Si| ≤ Dnv(F )−1/m2(F ) = o(nv(F ))

copies of F in Ci that are not contained in f(Si). This way, we have no more than εnv(F )

copies of F in Ci.

And finally, for the third item, just notice that if G is an F -free graph, then

I = E(G) is an independent set in H. From Thereom 2.72.7, g(I) ⊂ I and I \g(I) ⊆ f(g(I)).

As g(I) = Si, for some i ∈ [t], and Ci = f(Si) ∪ Si, we must then have Si ⊆ E(G) ⊆ Ci.

This concludes our proof.

We shall apply Theorem 2.82.8 to prove the 1-statement of Theorem 1.31.3 in Chapter 33.

And Thoerem 2.72.7 will be used to prove Theorem 2.62.6 in Chapter 55.
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3 THE SYMMETRIC CASE

In this chapter, we prove Theorem 1.31.3. The proof will follow the one given

in (NENADOV; STEGERNENADOV; STEGER, 20162016) and it is divided into two parts: the 1-statement and

the 0-statement.

3.1 The 1-statement

In order to show the 1-statement, the following folkloric saturated version of

Ramsey theorem will be useful.

Lemma 3.1. Let F1, . . . , Fr be any graphs. There exist ε > 0 and n0 ∈ N such that if

n > n0, then any r-colouring of the edges of Kn contains at least εnv(Fi) copies of Fi with

the colour i, for some i ∈ [r].

Proof. Notice that we may assume that F1, . . . , Fr are complete graphs. Take

k = max{v(F1), . . . , v(Fr)}.

Let t = Rr(k) be the k-th Ramsey number for r colours. Thus, for an arbitrary r-colouring

of Kn, each t-subset of the vertices contains at least one monochromatic copy of Kk. Since

a copy of Kk is contained in
(
n−k
t−k

)
copies of Kt, there exist(

n
t

)(
n−k
t−k

) =
Θ (nt)

Θ(nt−k)
= Θ(nk)

monochromatic copies of Kk. Thus we have at least Ω(nk) copies of Kk for some colour

i ∈ [r]. Now, notice that there exist(
n− v(Fi)

k − v(Fi)

)
= Θ(nk−v(Fi))

copies of Kk in Kn containing a fixed copy of Fi. Therefore, there exist at least

Ω(nk)

Θ(nk−v(Fi))
= Ω(nv(Fi))

monochromatic copies of Fi of colour i.

Now, we can prove the 1-statement in the Theorem 1.31.3 with the help of Lemma 3.13.1

and Theorem 2.82.8. The idea of the proof is the following. Suppose that Gn,p 9 F . Then

we can split the edges of Gn,p into two disjoint edge sets E1 and E2 that induce two

F -free graphs G1 and G2, respectively. Then, by Theorem 2.82.8, there are C1, C2 ⊆ E(Kn)

containing, respectively, G1 and G2 and such that each of them generates few copies of F .

We then consider the following 3-edge-colouring of Kn: we colour and edge e with colour
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1, if e ∈ C1; with colour 2, if e ∈ C2 \C1; and with colour 3, if e ∈ E(Kn) \ (C1 ∪C2). In

particular, edges in Kn with colour 3 are non-edges. Applying Lemma 3.13.1 for F1 = F2 = F

and F3 = K2, since we have few copies of F with the colour 1 and 2, we must have many

edges (or copies ofK2) with colour 3. This implies that Gn,p has many non-edges. Then we

proceed showing that this happens with small probability, since Gn,p, for p� n−1/m2(F ),

is not too sparse in order to have this happening.

Proof of the 1-statement in the Theorem 1.31.3. Let ε > 0 and n0 given by the Lemma 3.13.1

with F1 = F2 = F and F3 = K2. Applying Theorem 2.82.8 for F -graphs, we get, for

n > n0 sufficiently large, t(n) many containers C1, . . . , Ct(n) and sources S1, . . . , St(n). Let

G = Gn,p. Suppose that G 9 F . Then we can partition G into two edge disjoint F -free

graphs G1 and G2. Therefore there are i1, i2 ∈ [t(n)] such that Sij ⊆ Gj ⊆ Cij , for

j = 1, 2. Then we have

P
[
G9 F

]
≤

t(n)∑
i1,i2=1

P
[
(Si1 ⊆ G1 ⊆ Ci1) ∧ (Si2 ⊆ G2 ⊆ Ci2)

]
≤

t(n)∑
i1,i2=1

P
[
(Si1 ∪ Si2 ⊆ G) ∧ (G ⊆ Ci1 ∪ Ci2)

]
=

t(n)∑
i1,i2=1

P
[
(Si1 ∪ Si2 ⊆ G) ∧

(
E(Kn) \ (Ci1 ∪ Ci2) ⊆ G

)]
.

Since, for each i1, i2 ∈ [t(n)], we have Si1 ∪ Si2 ⊆ Ci1 ∪ Ci2 , it follows that Si1 ∪ Si2 and

E(Kn)\(Ci1∪Ci2) are disjoint. Therefore, the events Si1∪Si2 ⊆ G and E(Kn)\(Ci1∪Ci2) ⊆
G are independent. Thus,

P
[
G9 F

]
≤

t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
P
[
E(Kn) \ (Ci1 ∪ Ci2) ⊆ G

]
.

Consider the follow 3-edge-colouring of Kn: colour an edge e with colour 1 if e ∈ Ci1 ; with

colour 2 if e ∈ Ci2 \ Ci1 ; and with colour 3 if e ∈ E(Kn) \ (Ci1 ∪ Ci2). Since Ci1 and Ci2

contain at most εnv(F ) copies of F , applying Lemma 3.13.1 for F1 = F2 = F and F3 = K2 to

this 3-edge-colouring of Kn, it follows that E(Kn)\ (Ci1 ∪Ci2) contains at least εn2 edges.

Therefore the event E(Kn) \ (Ci1 ∪Ci2) ⊆ G happens with probability at most (1− p)εn2
.

Thus,

P
[
G9 F

]
≤

t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
(1− p)εn2

≤ exp
{
−εpn2

} t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
,
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where we use the estimative (1− p) ≤ exp {−p} (see Proposition A.2A.2).

Now as |S| ≤ Dn2−1/m2(F ) for every S ∈ {S1, . . . , St(n)}, we have

t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
=

2Dn2−1/m2(F )∑
m=1

∑
Si1

,Si2
∈{S1,...,St(n)}

|Si1
∪Si2

|=m

P
[
Si1 ∪ Si2 ⊆ G

]

≤
2Dn2−1/m2(F )∑

m=1

((n
2

)
m

)
4mpm,

where the term
((n

2)
m

)
4m bounds with room to spare the number of pairs of sets Si1 , Si2 ∈

{S1, . . . , St(n)} such that |Si1 ∪ Si2| = m. Using the estimative from Proposition A.3A.3 to

the binomial term, we get

t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
≤

2Dn2−1/m2(F )∑
m=1

(
n2

2

m

)
(4p)m

≤
2Dn2−1/m2(F )∑

m=1

(
2epn2

m

)m
.

Now, by Proposition A.5A.5, the function f(x) = (a/x)x, defined for x > 0 (for some given

a > 0), is increasing for x ≤ a/e. Let us set a = 2epn2 = 2eCn2−1/m2(F ), where C is a

very large constant to be determined later. So f(x) is increasing for x ≤ 2Cn2−1/m2(F ).

Once we have C > D, the following holds for sufficiently large n.

t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
≤ 2Dn2−1/m2(F )

(
2epn2

2Dn2−1/m2(F )

)2Dn2−1/m2(F )

≤ n2

(
eC

D

)( 2D
C )pn2

.

Now, since 1
x

ln(ex) tends to zero when x tends to infinity, we can chose C large enough

such that (D/C) ln(eC/D) ≤ ε/4. And since lnn� pn2, we have

t(n)∑
i1,i2=1

P
[
Si1 ∪ Si2 ⊆ G

]
≤ exp

{
2 lnn+ pn2

(
D

C

)
ln

(
eC

D

)}
≤ exp

{ε
2
pn2
}
,

for n large. Since pn2 � 1, we have

P
[
G9 F

]
≤ exp

{
−ε

2
pn2
}

= o(1),

as we wanted.
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3.2 The 0-statement

In this section, we want to prove the 0-statement in Theorem 1.31.3. Therefore,

we need to find a 2-colouring of the edges of Gn,p avoiding monochromatic copies of F ,

provided that p = cn1/m2(F ) for some c > 0 small enough. We say that such a colouring

is a valid colouring .

We say that e ∈ E(G) is a closed edge if there are F1, F2 ⊆ G distinct copies of

F with E(F1) ∩ E(F2) = {e}. Otherwise, we say that e is an open edge. An important

insight that will guide us along the proof is the following. Suppose that e is a open edge

in G and that G−e has a valid colouring. Then such colouring can be extended to a valid

colouring of G, for otherwise when we assign the red colour to e we must find F1 ⊆ G

as a red copy of F containing e, while when we assign the blue colour to e, we must find

F2 ⊆ G as a blue copy of F containing e. But then E(F1) ∩ E(F2) = {e}, contradicting

the fact that e is an open edge.

Therefore, in order to find a valid colouring of G, we may remove open edges

from G until we get a graph Ĝ with the property that every edge in Ĝ is closed. So, if

we find a valid colouring for Ĝ, then we can extend such colouring to the removed open

edges and get a valid colouring for the whole graph G. Notice that it does not matter

in which order we remove the open edges, we will always end up with the same graph

Ĝ. The reason for this is that if an edge is open in a graph, then it is open in any of

the subgraphs containing that edge. Furthermore, let us say that we removed the open

edges e1, . . . , ek1 and got the graph Ĝ1 and by removing the edges open edges f1, . . . , fk2

we got the graph Ĝ2. Let us say that k1 ≥ k2. Let i0 be the minimum of {i : ei ∈ Ĝ2}
(notice that under the assumption that Ĝ1 6= Ĝ2, such i0 must exist). Then ei0 is a closed

edge in Ĝ2; let F1, F2 ⊆ Ĝ2 be copies of F with E(F1) ∩ E(F2) = {e}. Thus ei0 is a

closed edge in G and it was removed in the process that generated Ĝ1. Then for some

j < i0, we have F1 ∪ F2 ⊆ G1 \ {e1, . . . , ej−1} and F1 ∪ F2 6⊆ G1 \ {e1, . . . , ej}. Thus

ej ∈ E(F1)∪E(F2) ⊆ Ĝ2, which contradicts the choice of i0. Therefore, there is only one

subgraph Ĝ generated by this removing process. We say that such graph is the F -core of

G.

So now, let us focus on finding a valid colouring for the F -core Ĝ of G = Gn,p.

Let us say we have a 2-edge-colouring of Ĝ that is not a valid colouring yet. A natural

move would be to take a monochromatic copy of F in such a colouring, let us say F1, and

change the colour of an edge e1 ∈ E(F1). If with this move we create a new copy of F , let

us say F2, then we change the colour of an edge e2 ∈ E(F2) \ E(F1). We keep doing this

hoping to obtain a valid colouring. Of course, we can not guarantee that this will produce

a valid colouring, since we can be caught in a circular changing returning to e1 or, even

worse, we can create many copies of F and not be able to deal with them. But we can try

to distinguish those edges in Ĝ which could possibly be affected by this sequence of moves
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starting from e1. We formalize this with the following equivalence relation on E(Ĝ): for

two edges e, f ∈ E(Ĝ), we have e ∼ f if there is a sequence F1, . . . , Fq of copies of F in

Ĝ, with E(Fi) ∩ E(Fi+1) 6= ∅, for i ∈ [q − 1], and e ∈ F1 and f ∈ Fq. This way, if e 6∼ f ,

then a move like above starting from e will never affect the colour of f . Each equivalence

class in E(Ĝ)/ ∼ is said to be an F -component of Ĝ.

For p = cn−1/m2(F ), the expected number of copies of F in G = Gn,p containing

a fixed edge e of Gn,p is bounded by

2e(F )
(v(F )− 2)!

aut(F )
·
(

n− 2

v(F )− 2

)
· pe(F )−1 ≤ 2e(F )

aut(F )
· nv(F )−2 · pe(F )−1 =

2e(F )

aut(F )
· ce(F )−1.

Thus, for c = c(F ) small enough, we expect to find no more than one such a copy.

Furthermore, we hope to find many open edges in G in a such way that Ĝ should be

very small. More precisely, we hope that the F -components of Ĝ are very small. This is

formalized in the following key lemma.

Lemma 3.2. (Key Lemma) Let F be a strictly 2-balanced graph with e(F ) ≥ 3. There

exist c = c(F ) > 0 and L = L(F ) > 0 such that if p ≤ cn−1/m2(F ), then w.h.p., every

F -component of the F -core of Gn,p has size at most L.

We will postpone the proof of Lemma 3.23.2 for a while. It is worthy mentioning that

Lemma 3.23.2 was generalized by (NENADOV et al.NENADOV et al., 20172017) to prove results on anti-Ramsey

properties on random hypergraphs. In order to prove the 0-statement in Theorem 1.31.3, the

following theorem due to (RÖDL; RUCIŃSKIRÖDL; RUCIŃSKI, 19951995) will be useful. We will not present a

proof of this fact, since the proof is a little bit technical and it is beyond the scope of this

text. The reader can also find the proof of this fact in (NENADOV; STEGERNENADOV; STEGER, 20162016).

Theorem 3.1 (Rödl and Ruciński, 1995). Let G be any graph and F be a graph with

m2(F ) > 1. If m(G) ≤ m2(F ), then G 6→ F .

Let’s see how can we combine Lemma 3.23.2 and Theorem 3.13.1 to obtain the 0-

statement of Theorem 1.31.3.

Proof of 0-statement of Theorem 1.31.3. We must prove that if F is a graph with m2(F ) > 1,

then there exists c such that w.h.p., Gn,p 6→ F for p ≤ cn−1/m2(F ). First note that we

can assume that F is a strictly 2-balanced graph, since if F ′ ⊂ F is such that Gn,p 6→ F ′,

then Gn,p 6→ F , and therefore, if F was not a 2-balanced graph, we could replace F

by a 2-balanced subgraph of F with the same 2-density. Let c and L be the constants

given by Lemma 3.23.2. Then w.h.p., every F -component of the F -core of Gn,p has size at

most L, for p ≤ cn−1/m2(F ). Our goal is to show that w.h.p., Gn,p does not contain a

subgraph G with at most L vertices and m(G) > m2(F ). Once we have this done, then

by Theorem 3.13.1, it follows that w.h.p., every F -component of the F -core of Gn,p is not

Ramsey to F . Furthermore, we have Gn,p 6→ F .

Let G be a graph with at most L vertices and m(G) > m2(F ). Consider G′ ⊆ G

such that m(G) = e(G′)/v(G′). Then the probability of the event G ⊆ Gn,p is bounded
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by the probability of the event G′ ⊆ Gn,p. Thus, by Markov’s inequality (Theorem B.1B.1),

we have

P
[
G ⊆ Gn,p

]
≤ P

[
G′ ⊆ Gn,p

]
≤ E

[
#{G′ ⊆ Gn,p}

]
≤ nv(G′) · pe(G′)

≤ ce(G
′) · nv(G′)−e(G′)/m2(F )

= ce(G
′) · nv(G′)(1−m(G)/m2(F ))

= o(1).

Therefore, w.h.p., there is no copy of G in Gn,p. Since there are O(1) many graphs

G with L vertices (and m(G) > m2(F )), it follows that, w.h.p., Gn,p does not contain a

graph G with at most L vertices and m(G) > m2(F ). This concludes the proof.

3.3 Proof of the Key Lemma

Now, we are going to prove the Key Lemma (Lemma 3.23.2). We want to prove that

the F -components of the F -core Ĝ of G = Gn,p, are typically small. For this purpose,

we start describing a procedure that generates a sequence (F0, F1, . . . , F`) of copies of F

in a way that G′ = ∪i≤`Fi and Fi−1 ∩ (∪j≤iFj) 6= ∅, for each i ∈ [`]. Thereby, we should

analyse how this sequence is typically build in an F -component of the F -core of Gn,p.

Algorithm 1

1: procedure
2: Let F0 be a copy of F in G′;
3: `← 0; G0 ← F0;
4: while G` 6= G′ do
5: `← `+ 1;
6: if G`−1 contains an open edge then
7: let `′ < ` be the smallest index such that F`′ contains an open edge;
8: let e be any open edge in F`′ ;
9: let F` be a copy of F in G′ that contains e but is not contained in G`−1;

10: else
11: let F` be a copy of F in G′ that is not contained in G`−1 and intersects G`−1

in at least one edge;

12: G` ← G`−1 ∪ F`;

As the copies F` of F , ` ≥ 1, are being added to G`−1 in the `-th step in Algo-

rithm 11, we can have two types of copies of F : one that intersects G`−1 in exactly two

vertices, and one that intersects G`−1 in some subgraph J with v(J) ≥ 3. We say that F`

is a regular copy if it is of the first type, and F` is a degenerate copy if it is of the second
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type. Now, F0 is not considered a regular copy, neither a degenerate copy. We denote

by reg(`) and deg(`), respectively, the number of regular and degenerate copies among

F1, . . . , F`.

From the way we determined Algorithm 11, some regular copies Fi, for 0 ≤ i ≤ `,

has all of those vertices that was added in the step i not yet touched by the subsequent

copies Fj in the step `. Those copies Fi are said to be fully-open at time `. More precisely,

for 0 ≤ i ≤ `, we say that Fi is fully-open at time ` if Fi is a regular copy (or i = 0)

and (V (Fi) \ V (Gi−1)) ∩ (V (G`) \ V (Gi)) = ∅. We denote by fo(`) the number of fully-

open copies at time `. From the way we have defined the process, if the process has not

stopped yet, and many regular copies were added during the earlier steps of the process,

then we hope to find many fully-open copies at that time. The following lemma states

this formally.

Lemma 3.3. For every ` ≥ 1, assuming the process does not stop before adding the `-th

copy, we have

fo(`) ≥ reg(`)

(
1− 1

e(F )− 1

)
− deg(`) · v(F ).

In particular, after adding L copies, with at most τ being degenerated, we will

still have at least

(L− τ)

(
1− 1

e(F )− 1

)
− τ · v(F ) (5)

fully-open copies at time L. Then FL can not be the last copy in the process.

In order to prove the lemma above, the following lemma will be necessary. It

essentially says that, because F is strictly 2-balanced, when we add the regular copy F`

to the graph G`−1 by attaching to an edge xy, the only open edge in G`−1 which turns

close is the edge xy.

Lemma 3.4. Let F be a strictly 2-balanced graph let G be an arbitrary graph. Suppose

G′ is a graph obtained from G attaching a F to a single edge xy of G. Then if F ′ is a

copy of F in G′ which contains at least one element from V (F ) \ {x, y}, then F ′ = F .

Proof. First, notice that F is connected and it has no vertex with degree one. Let us show

that F is 2-connected. Indeed, suppose we have a cut-vertex v in F . Then there exist

F1, F2 ⊆ F connected such that V (F1)∩V (F2) = {v} and we must have v(F1), v(F2) ≥ 3.

Since F is 2-balanced, we have

e(F1)− 1

v(F1)− 2
< m1(F ) and

e(F2)− 1

v(F2)− 2
< m1(F ).

Therefore,

e(F )− 2

v(F )− 3
=

(e(F1)− 1) + (e(F2)− 1)

(v(F1)− 2) + (v(F2)− 2)
< m2(F ) =

e(F )− 1

v(F )− 2
.

This implies that e(F ) < v(F ) − 1, which is a contradiction with the fact that F is
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connected. Therefore F is 2-connected.

Now let us say F ′ is a copy of F which contradicts the lemma. Then F ′ contains

at least one vertex from V (F ) \ {x, y} and one vertex from G \ {x, y}. Let F1 = F ′[V (G)]

and F2 = F ′[V (F )]. Since F ′ is 2-connected, it follows that {x, y} ⊆ V (F ′). Then

v(F ) = v(F1) + v(F2)− 2 and v(F1), v(F2) ≥ 3. If xy is not an edge in F ′ then we add xy

to the edge-set of F2. Therefore, e(F ) = e(F1) + e(F2) − 1, regardless whether xy is an

edge in F ′ or not. Since F is strictly 2-balanced, we have

e(F1)− 1

v(F1)− 2
< m2(F ) and

e(F2)− 1

v(F2)− 2
< m2(F ).

On the other hand,

m2(F ) =
e(F )− 1

v(F )− 2
=
e(F1)− 1 + e(F2)− 1

v(F1)− 2 + v(F2)− 2
< m2(F ).

A contradiction.

Proof of Lemma 3.33.3. Let φ(`) = reg(`)(1−1/(e(F )−1))−deg(`) ·v(F ) be the right hand

side of the inequality in the statement. We will prove by induction the following stronger

statement:

fo(`) ≥

φ(`) if F` is a regular copy;

φ(`) + 1 if F` is a degenerate copy.

The initial case when ` = 1 follows trivially. So suppose we have ` ≥ 2. For 1 ≤ `′ ≤ `,

let

κ(`′) := |{0 ≤ i < `′ : Fi is fully-open only at time `′ − 1 but not at time `′}|.

So, κ(`′) counts the number of fully-open copies at time `′ − 1 which are destroyed when

F`′ is added. In particular, κ(`′) ≤ v(F )−1, since we can not destroy more than v(F )−1

copies. And also, if F`′ is a regular copy, then κ(`′) ≤ 1.

If F` is a degenerate copy, then reg(`) = reg(`− 1), deg(`) = deg(`− 1) + 1 and

κ(`) = fo(`− 1)− fo(`) ≤ v(F )− 1. Thus

fo(`) ≥ fo(`− 1)− v(F ) + 1

≥ φ(`− 1)− v(F ) + 1

= reg(`− 1)(1− 1/(e(f)− 1))− deg(`− 1) · v(F )− v(F ) + 1

= reg(`)(1− 1/(e(f)− 1))− (deg(`)− 1) · v(F )− v(F ) + 1

= reg(`)(1− 1/(e(f)− 1))− deg(`) · v(F ) + 1

≥ φ(`) + 1.
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Therefore, we can assume F` is a regular copy and let

`′ := max{1 ≤ `′ < ` : κ(`′) > 0 or F`′ is a degenerate copy}.

Thereby,

φ(`) = φ(`′) + (`− `′)(1− 1/(e(F )− 1)),

since for `′ < i ≤ `, Fi is a regular copy. Also, as κ(i) = 0, for `′ < i < `, we have that Fi

is a fully-open copy at time i. Thus

fo(`) = fo(`
′) + `− `′ − κ(`).

If F`′ is a degenerate copy, then by the induction hypothesis, fo(`
′) ≥ φ(`′) + 1. Then,

since κ(`) ≤ 1, we have

fo(`) = fo(`
′) + `− `′ − κ(`)

≥ φ(`′) + 1 + `− `′ − κ(`)

≥ φ(`′) + `− `′

= φ(`)− (`− `′)(1− 1/(e(F )− 1)) + `− `′

= φ(`) + 1/(e(F )− 1)

≥ φ(`).

Let us assume F`′ is a regular copy. If κ(`) = 0, then the same argument as above

works to show that fo(`) ≥ φ(`). So, let us say that κ(`) = 1. We claim that in this case

we must have ` ≥ `′+ e(F )− 1. In fact, we are going to prove that actually we must have

κ(`′ + 1) = · · · = κ(`′ + e(F )− 2) = 0.

Claim 3.1. If Fi, . . . , Fi+e(F )−2 is a sequence of consecutive regular copies of F such that

κ(i) = 1, then κ(i+ 1) = · · · = κ(i+ e(F )− 2) = 0.

Indeed, if Fi is a regular copy and κ(i) = 1, then Fi intersects some copy Fi′ , i
′ < i,

in exactly one edge and we know that Fi′ was fully-open at time i−1. Thus, at time i−1,

Fi′ had e(F )− 1 open edges (or e(F ), if i′ = 0) and Fi intersects Fi′ in one of those open

edges. At time i + 1, for the wat the process was defined, the copy Fi+1 must to choose

one of the e(F ) − 2 remaining open edges from Fi′ to attach itself. From Lemma 3.43.4, it

remains e(F )−3 open edges in Fi′ at step i+2. Proceeding at this way, Fi+2, . . . , Fi+e(F )−2

must all be attached to Fi′ by some open edge without closing other edges than that one

which the copy was attached. This implies that κ(i + 1) = · · · = κ(i + e(F ) − 2) = 0.
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Therefore, ` ≥ `′ + e(F )− 1. This way, we have

fo(`) = fo(`
′) + `− `′ − 1

≥ fo(`
′) + (`− `′)(1− 1/(e(F )− 1))

≥ φ(`′) + (`− `′)(1− 1/(e(F )− 1))

= φ(`).

This finishes the proof of the lemma.

Now, we can finally prove the Key Lemma (Lemma 3.23.2). Our aim is to chose a

very large L for which the expected number of sequences (F0, F1, . . .) that generate an

F -component in Gn,p with more than L vertices throughout Algorithm 11 is o(1). Then,

the result will follow by Markov’s inequality (Theorem B.1B.1).

First, given G`−1, the expected number of choices for F` being a regular copy

attached to an open edge in G`−1 in Algorithm 11 is bounded by

2e(F )2 · nv(F )−2 · pe(F )−1 ≤ 2e(F )2 · c ≤ 1

2
, (6)

for 0 < c < 1/(4 aut(F )e(F )2). The term 2e(F )2 comes from the choice of an edge uv in

F` and an edge u′v′ in F`′ (where `′ is given by the Algorithm 11) and a choice between

u = u′ or u = v′. The term nv(F )−2 bounds the number of choices of copies of F in Kn,

and pe(F )−1 bounds the probability of each of this copies being in Gn,p.

Given the G`−1, the expected number of choices for F` being a regular copy

attached to a closed edge in G`−1 is bounded by

2`e(F )2 · nv(F )−2 · pe(F )−1 ≤ 2`e(F )2 · c ≤ `

2
. (7)

The term 2`e(F )2 comes from the choice of an edge uv in F` and an edge u′v′ in G`−1

(there are at most `e(F ) such edges) and a choice between u = u′ or u = v′. The remaining

terms are considered for the same reasons from the last case.

Now let us consider the case when F` forms a degenerate copy. First, since F is

strictly 2-balanced, for every J ( F with v(J) ≥ 3 we have

m2(F ) =
e(F )− 1

v(F )− 2
>
e(J)− 1

v(J)− 2
.

Thus we have
e(F )− e(J)

v(F )− v(J)
> m2(F ).
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Then we may choose an α > 0 with

(v(F )− v(J))− e(F )− e(J)

m2(F )
< −α, for all J ( F with v(J) ≥ 3.

Now we can bound the expected number of choices from F` being a degenerate copy

attached to G`−1 by∑
J(F
v(J)≥3

(` · v(F ))v(J) · nv(F )−v(J) · pe(F )−e(J) < (`v(F )2e(F ))v(F )n−α, (8)

taking c = c(F ) small enough. The first term comes from the number of choices of v(J)

vertices in G`−1 to form a copy of J in G`−1 which F` will be attached on. The last term

nv(F )−v(J) · pe(F )−e(J) bounds the expected number of choices of v(F ) − v(J) vertices in

Gn,p to form a copy of F − J .

Now let τ be such that τ · α > v(F ) + 1 and take L = L(F ) large enough such

that the term in (55) is positive. Take `0 = (v(F ) + 1) log n+ τ .

We can bound the expected number of sequences (F0, F1, . . . , F`′) of copies of F

in Gn,p such that `1 ≤ `0 and F`′ is the xi-th degenerate copy of F by

∑
`′≤`0

(
`′ − 1

τ − 1

)
·
[
(`v(F )2e(F ))v(F )n−α

]τ · nv(F ) · LL · 2−(`′−L−τ)

≤ nv(F ) · o(n) · n−α·τ = o(1).

The binomial term in the summation above comes from the choice of τ − 1 copies of F

in the set F1, . . . , F`′−1 to be the degenerate copies in the sequence. The term inside the

brackets comes from the expected number of the choices of τ degenerate copies of F in

the sequence (look at inequality (88)). The term nv(F ) corresponds to the choice of the first

copy F0 in the sequence. Now, according to the inequalities 66 and 77, we can bound the

expected number of choices for a regular copy Fi for i ≤ L by L/2 or 1/2, depending on

whether it is attached to an open or closed edge. Bounding both of them simply by L, we

have the expected number of regular copies Fi for i < L bounded by LL; this is where the

term LL in the summation above comes from. Since deg(i) ≤ τ , for every i ≤ `′, we have

by the inequality (55) an by the choice of L that after L steps, all the regular copies are

attached to open edges. Therefore, the remaining regular copies Fi for i > L (we have at

least `′−L− τ of them) are all of them attached to an open edge. Thus, their probability

can be bound by 1/2 and that give us the term (1/2)`
′−L−τ .

Therefore, w.h.p., every sequence (F1, . . . , F`) with ` ≤ `0 has less than τ de-

generate copies Fi. Furthermore, we can not have a sequence (F1, . . . , F`) generated by

Algorithm 11 with L ≤ ` ≤ `0, since this would imply by inequality (55) that the process did

not end yet. Therefore, a sequence (F1, . . . , F`) generated by Algorithm 11 when applied in
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an F -component of Gn,p ends either with ` < L, which is fine for us, or with ` > `0. Thus,

it suffices to show that the expected number of subgraphs of Gn,p that can be generated

by a sequence (F1, . . . , F`) with ` > `0 is o(1). We, actually, are going to show that the

expected number of subgraphs of Gn,p generated by a sequence (F1, . . . , F`0) is o(1), what

is stronger than what we wanted. Indeed, such expected value can be bounded by

∑
k<τ

(
`0

k

)
nv(F ) ·

[
(`0v(F )2e(F ))v(F ) · n−α

]k · LL · 2−(`0−L−k)

≤ nv(F ) · o(n) · n−(v(F )+1) = o(1).

The summation above counts the sequences with k < τ degenerate copies before F`0 . The

binomial term corresponds to the choice of those copies before F`0 that form degenerate

copies. The term inside the brackets corresponds to the expected value of choices of each

degenerate copies in Gr
n,p. The term nv(F ) corresponds to the number of choices for F0.

The term LL · 2−(`0−k) comes from the fact that the expected number of choices of regular

copies at a step i ≤ L is bounded by L/2 ≤ L, whereas after L (there is at least `0−L−k
such copies) is bounded by 1/2. This concludes the proof of the Lemma 3.23.2. �
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4 THE ASYMMETRIC CASE

In this section, we will prove Theorem 1.81.8, which we rephrase it here with an

alteration in the notation.

Theorem 4.1. Let F and H be graphs with 1 < m2(F ) < m2(H) and such that H is

2-balanced. Then there exists a positive constant C such that if p ≥ Cn−1/m2(H,F ), then

lim
n→∞

P
[
Gn,p → (H,F )

]
= 1.

Furthermore, the same conclusion holds if, in instead, H is strictly 2-balanced and 1 <

m2(F ) ≤ m2(H).

(KOHAYAKAWA; KREUTERKOHAYAKAWA; KREUTER, 19971997) proved Theorem 4.14.1 for cycles and we shall

use the same idea from them to prove this more general version. The idea of the proof

is roughly the following. We will look at the copies of H in Gn,p that do not share an

edge with other copies of H. We say that those copies are isolated copies of H. Suppose

we have an 2-edge-colouring of Gn,p avoiding monochromatic copies of H with the first

colour. Then each of those isolated copies of H must have an edge with the second colour.

Those edges are all distinct and generate a subgraph G′ of Gn,p. We will show that G′

contains a copy of F , w.h.p.. This give to us the existence of a monochromatic copy of F

in Gn,p with the second colour.

4.1 The isolated copies of H in Gn,p

Let H be a given graph. An isolated copy of H in a graph G is a copy H ′ ⊆ G of

H in G for which there is no other copy of H in G with some edge in common with H ′.

Let {H1, . . . , Hs} be all the isolated copies of H in Gn,p. Let H(Gn,p) be the subgraph of

Gn,p with V (H(Gn,p)) = V (Gn,p) and E(H(Gn,p)) = ∪si=1E(Hi). Therefore, H(Gn,p) is

a random graph with n vertices and s · e(H) edges.

Let q be the expected number of copies of H in Gn,p containing a given edge xy

of Kn. It is easy to see that

q = 2e(H) · (v(H)− 2)!

aut(H)
·
(

n− 2

v(H)− 2

)
· pe(H) = Θ

(
nv(H)−2pe(H)

)
. (9)

Therefore, we have for some positive constants A = A(H) and B = B(H) that

Anv(H)−2pe(H) ≤ q ≤ Bnv(H)−2pe(H). (10)

In the following two lemmas, we shall show that H(Gn,p) has some properties that remind

us a random graph with density q. For an edge set E ⊆ Kn, we write E v H(Gn,p) if

E ⊆ E(H(Gn,p)) and each copy of H in H(Gn,p) contains at most one edge from E.
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Lemma 4.1. Let H be a graph, p be the edge density of Gn,p and q be as in (99). Then,

for any subset of edges E ⊆ E(Kn), we have

P
[
E v H(Gn,p)

]
≤ q|E|.

Proof. Let us say E = {e1, . . . , em}. If E v H(Gn,p), then we must have m distinct

isolated copies H1, . . . , Hm of H contained in Gn,p with Hi ⊇ ei, for all i ∈ [m]. Let Ω

be the set of m-uples (H1, . . . , Hm) of distinct isolated copies of H contained in Kn with

ei ⊆ Hi, for each i ∈ [m]. And let X be the number of such m-uples contained in Gn,p.

Since those copies Hi are isolated and distinct, the events Hi ⊆ Gn,p, for i ∈ [m], are

mutually independent. Therefore, writing
∑

Hi
for the sum over all copies Hi of H in Kn,

we must have

P
[
E v H(Gn,p)

]
≤ E

[
X
]

≤
∑

(H1,...,Hm)∈Ω

P
[
H1 ⊆ Gn,p, . . . , Hm ⊆ Gn,p

]
=

∑
(H1,...,Hm)∈Ω

P
[
H1 ⊆ Gn,p

]
· · ·P

[
Hm ⊆ Gn,p

]
≤

(∑
H1

P
[
H1 ⊆ Gn,p

])
· · ·

(∑
Hm

P
[
Hm ⊆ Gn,p

])
= qm,

as stated.

Lemma 4.2. Let H be a graph with h vertices and α be a positive constant with α <

(h − 1)/e(H). Then taking p = cn−α, for some positive constant c, and q as in (99), we

have that for any η > 0, w.h.p. the graph H(Gn,p) is (η, 6e(H), q)-upper-uniform

Proof. We have to show that w.h.p., the following happens. For all disjoint subsets U

and V of V (H(Gn,p)) with |U |, |V | ≥ ηv(H(Gn,p)), we have d(U, V ) ≤ 6e(H)q. If this

does not happen, them we must have some pair (U, V ) of disjoint subset of V (H(Gn,p))

with |U |, |V | ≥ ηv(H(Gn,p)) but with d(U, V ) > 6e(H)q, that is,

e(U, V ) ≥ 6e(H)q|U ||V |.

Then, by the pigeonhole principle, there exists a set of edges E ⊆ E(U, V ) such that

E v H(Gn,p) and m := |E| ≥ 6q|U ||V | ≥ 6ηqn2. By Lemma 4.14.1 and by Markov’s

inequality (Theorem B.1B.1), this happens with probability at most(
|U ||V |
m

)
qm ≤

(
e|U ||V |q

m

)m
≤
(e

6

)m
.
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Now, as there are at most 22n choices for the pair (U, V ), by the union bound, we get that

the probability of failing the required property is at most

22n
(e

6

)m
≤ 22n−6ηqn2

.

Since qn2 ≥ Ace(H)nh−αe(H), and as h − αe(H) > 1, we have qn2 � n. This way, the

required property for the (η, 6e(H), q)-upper-uniformity fails with probability o(1), as

stated.

Let H be a graph with vertex set V (H) = [h]. Consider a family V = (V1, . . . , Vh)

of h disjoint subsets of V (Gn,p). A copy H ′ of H contained in Gn,p is called a V-copy of

H if V (H ′) = {v1, . . . , vh} with vi ∈ Vi and vivj ∈ E(H ′) whenever that ij ∈ E(H). Let

ZV be the number of V-copies of H in Gn,p and let YV be the number of V-copies of H

which are isolated copies of H in Gn,p. The following lemma roughly states that if the

colour classes are large enough, then we can expect at least a half of the V-copies of H

being isolated copies of H.

Lemma 4.3. Let H be a 2-balanced-graph with h vertices and α be a positive constant

with
1

m2(H)
< α <

h− 1

e(H)
. (11)

Take p = cn−α, for some c > 0. Suppose that V = (V1, . . . , Vh) is a family of disjoint

subsets of V (Gn,p) such that for every i ∈ [h], we have |Vi| ≥ n/ log n. Then YV ≥
(1/2)E

[
ZV

]
, w.h.p..

Proof. Let H, α and p be as in the statement. Let δ = α−1/m2(H). As H is 2-balanced,

for every J ⊆ H with v(J) ≥ 3, we have

m2(H) =
e(H)− 1

v(H)− 2
≥ e(J)− 1

v(J)− 2
.

Thus, by Proposition A.1A.1, we have

v(H)− v(J)

e(H)− e(J)
≤ 1

m2(H)
= α− δ.

It follows that

2h− v(J)− α(2e(H)− e(J)) ≤ h− αe(H)− δ(e(H)− e(J)), (12)

for all J ( H. We will use this later on.

Now, take a family V = (V1, . . . , Vh) with |Vi| ≥ n/ log n, for all i ∈ [h]. Let us

denote V1 × · · · × Vh by Γ. For each h-tuple v = (v1, . . . , vh) ∈ Γ, let Hv be the copy of

H such that V (H) = {v1, . . . , vh} and E(HH) = {vivj : ij ∈ E(H)} and let Zv be the

indicator random variable for the event HH ∈ Gn,p. Thus ZV =
∑

v∈Γ Zv and, by the
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linearity of the expectation, we have

E
[
ZV

]
=
∑
v∈Γ

E
[
Zv
]

=
∑
v∈Γ

pe(H)

= |V1| · · · |Vh|pe(H)

≥
(

n

log n

)h
pe(H)

=
ce(H)

(log n)h
· nh−αe(H) =: ν.

Let A be the family of graphs in Kn which are the union of two distinct copies of

H that intersect at least in one edge. And let X be the number of elements in A. Then

we have that

E
[
X
]

=
∑

H1,H2⊆Kn

E(H1∩H2)6=∅

P
[
H1 ∪H2 ⊆ Gn,p

]
≤

∑
K2⊆J(H

n2h−v(J)p2e(H)−e(J)

≤
∑

K2⊆J(H

c2e(H)−e(J) · n2h−v(J)−α(2e(H)−e(J))

≤
∑

K2⊆J(H

c2e(H)−e(J) · nh−αe(H)−δ(e(H)−e(J)) (13)

= O
(
nh−αe(H)−δ)

= o
(
ν
)

= o
(
E
[
ZV

])
,

where we used the inequality (1212). Therefore, by Markov’s inequality (Theorem B.1B.1),

X = o
(
E
[
Zγ
H

])
w.h.p..

For two distinct v,w ∈ Γ, we write v ∼ w if v 6= w and E(Hv ∩ Hw) 6= ∅. In

order to apply the Janson’s inequality (Theorem B.5B.5), let ∆ be

∆ =
∑

v,w∈Γ
v∼w

E
[
ZvZw

]
=
∑

v,w∈Γ
v∼w

P
[
Hv ∪Hw ⊆ Gn,p

]
≤ E

[
X
]

= o
(
E
[
ZV

])
,
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since Hv ∪Hw ∈ A, whenever that v ∼ w.

Notice that if A ∈ A , then as e(A) ≥ 2h − 1, there are at most
(

2h−1
h

)
< 22h

copies of H contained in A. This way, there are at most 22hX copies of H contained in

some A ∈ A, and if we remove all such copies, the remaining copies of H must be isolated

copies. This implies that YV ≥ ZV − 22hX. Therefore, since X = o
(
E
[
ZV

])
w.h.p., we

must have YV ≥ ZV − (1/4)E
[
ZV

]
w.h.p.. Since ∆ = o

(
E
[
ZV

])
, applying the Janson’s

inequality, we get

P
[
YV ≤

1

2
E
[
ZV

]]
≤ P

[
ZV −

1

4
E
[
ZV

]
≤ 1

2
E
[
ZV

]]
= P

[
ZV ≤

3

4
E
[
ZV

]]
≤ 2 exp

{
−

E
[
ZV

]2
32(E

[
ZV

]
+ ∆)

}

≤ 2 exp

{
− 1

33
E
[
ZV

]}
≤ 2 exp

{
− ν

33

}
,

By the union bound for each choice of V (there are at most 2hn choices, with room to

spare), we have that the probability of having a family V = (V1, . . . , Vh) of disjoint subsets

of Gn,p with YV ≤ 1
2
E
[
ZV

]
is at most

2hn exp
{
− ν

33

}
= o
(
1
)
,

since h− αe(H) > 1. This finishes the proof of the lemma.

An observation is that we can relax inequality (1111) to

1

m2(H)
≤ α <

h− 1

e(H)
, (14)

provided that H is strictly 2-balanced. Indeed, if H is strictly 2-balanced, then there is

some η > 1/m2(H) such that for every J ( H with v(J) ≥ 3 we have

1

m2(H)
=
v(H)− 2

e(H)− 1
< η <

v(J)− 2

e(J)− 1
,

Then, for all J ( H with v(J) ≥ 3, it follows that

v(H)− v(J)

e(H)− e(J)
< η < α− δ.

Therefore,

2h− v(J)− α(2e(H)− e(J)) ≤ h− αe(H) + (η − α)(e(H)− e(J)).
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Since η − α < −δ,

n2h−v(J)−α(2e(H)−e(J)) ≤ nh−αe(H)+(η−α)(e(H)−e(J))

= o(nh−αe(H)+δ(e(H)−e(J))),

which is stronger than inequality (1313). Therefore, the proof follows the same.

In order to apply Lemma 4.24.2 and 4.34.3 for some p = cn−α, we must have H being

2-balanced and choose α such that

1

m2(H)
< α <

v(H)− 1

e(H)
. (15)

Furthermore, if H is a 2-balanced graph and if F is graph with 1 < m2(F ) < m2(H),

then taking α = 1/m2(H,F ), since we have m2(H,F ) < m2(H) and

m2(H,F ) ≥ e(H)

v(H)− 2 + 1/m2(F )
>

e(H)

v(H)− 1
,

it follows that such α satisfies the inequalities in (1515).

Now, if H is strictly 2-balanced and 1 < m2(F ) ≤ m2(H), then α = 1/m2(H,F )

must satisfy the inequality (1414), since m2(H,F ) ≤ m2(H).

4.2 Proof of Theorem 4.14.1

So, let H be 2-balanced graph with h vertices and F a graph with m2(H) >

m2(F ) > 1 (or let H be strictly 2-balanced with m2(H) ≥ m2(F ) > 1). We will show

that there exists a positive constant C such that if p ≥ Cn−1/m2(H,F ), then P
[
Gn,p 9

(H,F )
]

= o
(
1
)
. To do so, suppose we have a colouring of Gn,p avoiding monochromatic

copies of H of the first colour and monochromatic copies of F of the second colour.

Therefore, in this colouring, each isolated copy of H must contain an edge of the second

colour. Let J be the set of all the edges contained in some isolated copy of H and coloured

with the second colour. In order to yield a contradiction, we shall show that w.h.p. we

can find a copy of F using the edges from J .

Let q as in equation (99). As it was told before, by taking α = 1/m2(H,F ), we

can apply both Lemma 4.24.2 and 4.34.3 for our choice of p, no matter which positive constant

C we take.

Now, let us define the constants we will carry with us until the end of the proof.

We start letting γ and k0 be the constants corresponding, respectively, to ε and n0 given

by Theorem 3.13.1 when applied to the graphs K2, H and F (and r = 3). Then, take

δ =
γ

2hB
, β =

(
δ

e2

)e(F )

and D = 6e(H).
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Let C, n0, and ε be the constants we get from Theorem 2.62.6 by means of F and β. We

can assume that ε < γ. Let η and K0 be the constants given by the regularity lemma for

sparse graphs (Theorem 2.22.2) from the constants ε, k0 and D = 6e(H).

We know from Lemma 4.24.2, that w.h.p., the graph H(Gn,p) is (η,D, q)-upper-

uniform. So G = ([n], J), is still (η,D, q)-upper-uniform, since G ⊆ H(Gn,p). Therefore,

w.h.p. there is an (ε, q)-regular partition V1, . . . , Vk of G with k0 ≤ k ≤ K0. Now, consider

the following 3-colouring, c : E(KK) → [3], of the edges of the complete graph Kk. For

each ij ∈ E(Kk), put

(i) c(ij) = 1, if (Vi, Vj) is not an (ε, q)-regular pair in G;

(ii) c(ij) = 2, if (Vi, Vj) is an (ε, q)-regular pair with d(Vi, Vj) < δq;

(iii) c(ij) = 3, if (Vi, Vj) is an (ε, q)-regular pair with d(Vi, Vj) ≥ δq.

By Theorem 3.13.1, since k ≥ k0, we must have at least one of the following:

(A.1) there exist γk2 pairs (Vi, Vj) that are not (ε, q)-regular;

(A.2) there exist γkv(H) monochromatic copies of H of colour 2;

(A.3) there exist γkv(F ) monochromatic copies of F of colour 3.

Since V1, . . . , Vk is an (ε, q)-regular partition and ε < γ, (A.1) can not happen.

Let us show that w.h.p. (A.2) can not happen as well. For this purpose, let S be the union

of EG(Vi, Vj) for all ij ∈ E(Kk) with c(ij) = 2. Since eG(Vi, Vj) < δq|Vi||Vj| ≤ δq(n/k)2,

whenever that d(Vi, Vj) < δq, we must have

|S| =
∑

ij ∈E(Kn)
c(ij)=2

eG(Vi, Vj)

<

(
k

2

)
δq
(n
k

)2

≤ δ

2
qn2

≤
(
δB

2

)
nhpe(H). (16)

On the other hand, if H ′ is a copy of H in Kk with v(H ′) = {v1, . . . , vh}, then

VH′ = (Vv1 , . . . , Vvh) is a family of disjoint subsets of V (Gn,p) with |Vvi | ≥ n/(2k) ≥
n/(2K0) ≥ n/ log n, for each i ∈ [h]. Therefore, applying Lemma 4.34.3 to VH′ , we get that

w.h.p. YV, the number of VH′-copies of H which are isolated copies in Gn,p, is bounded

by

YVH′
≥ 1

2
E
[
ZVH′

]
=

1

2
|Vv1 | · · · |Vvh|pe(H)

≥ 1

2

( n
2k

)h
pe(H).
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This way, if H ′ is a monochromatic copy of H in Kk with colour 2, then for each vivj ∈
E(H ′), we have E(Vvi , Vvj) ⊆ S. Furthermore, the VH′-copies of H which are isolated do

not share any edge with each other. Therefore, one edge from each VH′-copies of H which

are isolated copies of H in Gn,p is an edge in G. Let H be the family of all monochromatic

copies of H in Kk with the colour 2. Since monochromatic copies of H generate distinct

VH′-copies, we must have

|S| ≥
∑
H′∈H

YVH′

≥ γkh
(

1

2h+1kh

)
nhpe(H)

=

(
δB

2

)
nhpe(H). (17)

This lead us to a contradiction between inequality (1616) and (1717). Therefore, we must

have w.h.p. no monochromatic copy of H of colour 2.

Therefore, w.h.p., we must have case (A.3). In this case, one copy F ′ of F in

Kk with the colour 3 must be enough. Let v1, . . . , vv(F ) be the vertices of F ′ and let

V = (Vv1 , . . . , Vvv(F )
) be the family of the correspondent parts in G. So we have n/2K0 ≤

|Vvi | ≤ n/k0 and (Vvi , Vvj) is an (ε, q)-regular pair with d(Vvi , Vvj) ≥ δq, whenever that

vivj ∈ E(F ). Therefore, there is a subgraph G0 ⊆ G[V] that belongs to G (F, n1,m, q, ε),

for some n1 ≥ n/2K0 and m ≥ δqn2
1. In order to finish the proof of the theorem, we shall

show that w.h.p., there is no graph from G∗ (F, n1,m, q, ε) contained in G[V]. In this way,

we have that G0 contains a copy of F . This copy, since G0 ⊆ G, must have all the edges

in J , as we wanted.

Let X be the number of subgraphs of G[V] that belongs to G∗ (F, n1,m, q, ε). As

m ≥ δqn2
1, then by Theorem 2.62.6, we have

E
[
X
]
≤ βm

(
n2

1

m

)e(F )

· qm·e(F )

≤
(
δ

e2

)m·e(F )

·
(
en2

1

m

)m·e(F )

· qm·e(F )

=

(
δqn2

1

em

)m·e(F )

≤ exp {−m · e(F )}

= exp
{
−Ω
(
qn2
)}
,

since m ≥ δqn2
1 = Ω

(
qn2
)
. Thus, by Markov’s inequality (Theorem B.1B.1), w.h.p., there

is no graph from G∗ (F, n1,m, q, ε) contained in G. Since we chose n1 and m early, we

should take in account the number of ways we can choose those parameters. Certainly, we

have at most n choices for n1 and
(
n
2

)
= O(n2) choices for m. This give us O(n3) choices
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for n1 and m. So, the probability of having no G0 ⊆ G belonging to G (F, n1,m, q, ε) \
G∗ (F, n1,m, q, ε), for some n1 ≥ n/2K0 and some m ≥ δqn2

1 is bounded by

O(n3) exp
{
−Ω
(
qn2
)}
.

Since qn2 � n, we have that this bound is o
(
1
)
. Therefore, w.h.p., there is a graphG0 ⊆ G

belonging to G (F, n1,m, q, ε) but not belonging to G∗ (F, n1,m, q, ε). Furthermore, we

have a copy of F contained in G, as stated. This concludes the proof of Theorem 4.14.1. �
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5 PROVING THE K LR CONJECTURE

In this section, we show a proof for the K LR conjecture (Theorem 2.62.6) using

the hypergraph container lemma as in (BALOGH et al.BALOGH et al., 20152015). The proof is essentially

a typical application of the hypergraph container lemma where we first establish a su-

persaturation result in order to guarantee the necessary conditions to apply the method

for a particular hypergraph in which the graphs in G∗ (H,n,m,m/n2, ε) correspond to

independent sets in such hypergraph, and then we count the number of independent sets

in such hypergraph by means of the containers.

Before the proof, let us introduce a definition which will follow us throughout

this proof. We say that a pair of disjoint sets of vertices (U, V ) is (α, δ)-uniformly-dense

if for every U ′ ⊆ U and V ′ ⊆ V with |U ′| ≥ α|U | and |V ′| ≥ α|V |, we have d(U ′, V ′) ≥ δ.

The following lemma essentially says that, for a fixed graph H, if G is a subgraph

of Hn, the complete blow-up of H of order n, and G has few copies of H, then there must

exist some pair (Vi, Vj) among the independent parts of Hn which is not too uniformly-

dense in G. Thus, this fact give us a characterization of those blown-up graphs with few

copies of H. This lemma can be found in (BALOGH et al.BALOGH et al., 20152015). An observation is that

this lemma is interesting when δ is a function for which δ(x) is much smaller than x.

Lemma 5.1. Let H be a simple graph with vertex set [h] and let δ : (0, 1) → (0, 1) be

an arbitrary function. There must exist positive constants α0 and ξ and a positive integer

n0 such that the following must happens. Let Hn be the complete blow-up of H of order

n ≥ n0 and let V1, . . . , Vh be the independent parts of Hn. If G ⊆ Hn, then one of the

following holds:

(a) G contains at least ξnh copies of H;

(b) There exists some α ∈ (α0, 1) and some edge ij ∈ E(H) such that (Vi, Vj) is not

(α, δ(α))-uniformly-dense with respect to G.

Proof. The proof is by induction on h. For h = 1, there is nothing to prove. So let us

say we have h ≥ 2 and suppose the lemma is valid for H ′ = H − h, the simple graph

on [h − 1] obtained removing the vertex h from H. Let α1 = 1/h. So we apply the

lemma inductively for H ′ and for the function δ′(x) = δ(δ(α1) · x), which return to us the

constants α′0, ξ′ and n′0. Let

α0 = min
{
α1, α

′
0 · δ(α1)

}
, ξ = α1 · δ(α1)h−1 · ξ′, and n0 =

n′0
δ(α1)

.

Now let n ≥ n0, let V1, . . . , Vh be the independent parts of Hn and let G ⊆ Hn.

For each i ∈ NH(i), the neighborhood of h in H, consider the set

Wi = {v ∈ Vh : degG(v, Vi) < δ(α1)|Vi|},
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where degG(v, Vi) is the number of neighbors of v in G contained in Vi. Since the density

of the pair (Vi,Wi) in G is

dG(Vi,Wi) =
eG(Vi,Wi)

|Vi||Wi|
≤ δ(α1)|Vi||Wi|

|Vi||Wi|
= δ(α1),

if we have |Wi| ≥ α1|Vh|, then (Vi, Vh) is not (α1, δ(α1))-uniformly-dense, and therefore

we have the item (b). So we can assume that |Wi| ≤ α1|Vh|, for each i ∈ N(h). Let

W = Vh \
⋃

i∈NH(h)

Wi =
{
v ∈ Vh : deg(v, Vi) ≥ δ(α1)|Vi|,∀i ∈ NH(h)

}
,

Then we have |W | ≥ (1−∆(H)α1)n ≥ α1n, since α1 = 1/h.

Now, for each v ∈ W , consider the set

Vi(v) =

Vi ∩NG(v), if i ∈ NH(h);

Vi, otherwise.

Thus, we have |Vi(v)| ≥ δ(α1)|Vi| = δ(α1)n, for each i ∈ [h− 1]. Removing some

vertices if necessary, we can assume that |Vi(v)| = δ(α1)n =: n′, for each i ∈ [h− 1]. Let

G(v) be the graph G[V1(v), . . . , Vh−1(v)] ⊆ (H ′)n
′
. Since δ(α1)n0 = n′0, we have n′ ≥ n′0.

Therefore, for each v ∈ W , we can apply the induction hypothesis to G(v).

Suppose that for some v ∈ W , it happens that when we apply the induction hypothesis

to G(v), the item (b) holds. Then there exist α′ ∈ (α′0, 1) and some ij ∈ E(H ′) such

that (Vi(v), Vj(v)) is not (α′, δ′(α′))-uniformly-dense with respect to G(v). Then for each

k ∈ {i, j}, there must exist Ṽk ⊆ Vk(v) with |Ṽi| ≥ α′|Vk(v)| such that

dG(v)(Ṽi, Ṽj) < δ′(α′).

Since |Vk(v)| ≥ δ(α1)|Vk| and α′δ(α1) ≥ α′0δ(α1) ≥ α0, then taking α = α′δ(α1), we have

|Ṽk| ≥ α|Vk|, for each k ∈ {i, j}. Since Vk(v) ⊆ Vk and eG(Ṽi, Ṽj) = eG(v)(Ṽi, Ṽj), we have

dG(Ṽi, Ṽj) = dG(v)(Ṽi, Ṽj) < δ′(α′) = δ(δ(α1) · α′) = δ(α).

Therefore, (Vi, Vj) is not an (α, δ(α))-uniformly-dense graph with respect to G.

Thereby, we may assume that for each v ∈ W , G(v) has at least ξ′(n′)h−1 copies of

H ′. Those copies must form a copy of H with v. Therefore, we have at least |W |ξ′(n′)h−1

copies of H in G. Since n′ ≥ δ(α1)n, we have at least

|W |ξ′(n′)h−1 ≥ α1ξ
′δ(α1)h−1nh = ξnh

copies of H. This finishes the proof of the lemma.
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Given β > 0, let us consider the function

δβ(x) =
1

4e

(
β

2

)2/x2

.

The following lemma essentially tell us a good upper bound on how many (ε, p)-regular

graphs containing all the edges of a small set S we can have between the parts Vi and

Vj which is not (α, δβ(α))-uniformly-dense. This will allow us to bound the number of

graphs covered by a container.

Lemma 5.2. Let α0 < 1 and β ≤ 1 be positive constants. Then there exists ε > 0 such

that the following holds. Suppose G = G[V1, V2] is a bipartite graph with class-sets V1 and

V2 such that |V1| = |V2| = n and let m ≤ n2. If for some α ∈ (α0, 1), the pair (V1, V2) is

not (α, δβ(α))-uniformly-dense, then for any S ⊆ EG(V1, V2) with |S| ≤ εm, the number of

subgraphs G′ ⊆ G belonging to G∗ (K2, n,m, p, ε), for p = m/n2, and such that S ⊆ E(G′)

is bounded by

βm
(

n2

m− |S|

)
.

Proof. Given α0 and β, set ε = min{α0, 1/2} and let G be a graph as in the statement of

the lemma. Notice that we have δ(α0) < 1/8. Since for some α ∈ (α0, 1) the pair (V1, V2)

is not (α, δ(α))-uniformly-dense, there exists a pair (U1, U2) with Ui ⊆ Vi and |Ui| ≥ αn,

for each i ∈ {1, 2}, such that dG(U1, U2) < δ(α). For each i ∈ {1, 2}, let U ′i be a subset of

Ui with αn vertices chosen uniformly at random. The expected number of eG(U ′1, U
′
2) is

then given by

E
[
eG(U ′1, U

′
2)
]

=
∑

xy∈EG(U1,U2)

P
[
x ∈ U ′1

]
P
[
y ∈ U ′2

]
=

∑
xy∈EG(U1,U2)

(|U1|−1
αn−1

)(|U1|
αn

) · (|U2|−1
αn−1

)(|U2|
αn

)
= eG(U1, U2) · αn

|U1|
· αn
|U2|

= eG(U1, U2) · |U
′
1||U ′2|
|U1||U2|

.

Thus E
[
dG(U ′1, U

′
2)
]

= dG(U1, U2). Therefore we must have, for each i ∈ {1, 2}, some U ′i ⊆
Ui with |U ′i | = αn and such that dG(U ′1, U

′
2) < δ(α). In particular, we have eG(U ′1, U

′
2) <

δ(α) · α2n2.

Now, let S be a set of edges of G as in the statement of the lemma. Let G∗

be the set of graphs G′ such that S ⊆ E(G′) and G′ ∈ G∗ (K2, n,m, p, ε). For each

G′ ∈ G∗, notice that we must have dG′(U
′
1, U

′
2) ≥ (1 − ε)p, since (V1, V2) is (ε, p)-regular

with respect to G′, p = dG′(V1, V2), and |U ′i | = αn ≥ α0n ≥ ε|Vi|, for each i ∈ {1, 2}. Let

ε′ = ε(1 − 1/α2) ≤ 1/2. Then, eG′(U
′
1, U

′
2) ≥ (1 − ε)p|U ′1||U ′2| = (1 − ε)α2m, and since
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|S| ≤ εm, (U ′1, U
′
2) has at least (1 − ε − ε/α2)α2m = (1 − ε′)α2m ≥ (α2/2)m edges of

E(G′) \ S. Furthermore, G′ must have at least m − |S| − eG′(U ′1, U ′2) edges belonging to

E(G)\(EG(U ′1, U
′
2)∪S). Therefore, a graph G′ in G∗ can be built by choosing ` ≥ (α2/2)m

edges from EG(U ′1, U
′
2) to belong to E(G′) \ S and choosing at least m − |S| − ` from

E(G)\ (EG(U ′1, U
′
2) ∪ S) to belong to E(G′)\ (EG(U ′1, U

′
2) ∪ S). This give us the following

bound on the number of graphs in G∗:

|G∗| ≤
∑

`≥(α2/2)m

(
eG(U ′1, U

′
2)

`

)(
e(G)− eG(U ′1, U

′
2)

m− |S| − `

)

≤
∑

`≥(α2/2)m

(
δ(α) · α2n2

`

)(
n2

m− |S| − `

)

≤
∑

`≥(α2/2)m

(
δ(α) · α2n2

`

)(
m− |S|

n2 −m+ |S|

)`
·
(

n2

m− |S|

)
,

where we used Proposition A.4A.4 in the last inequality. Notice that if we have m > 2δ(α)n2,

then the right-hand-side of the inequality above vanishes, once in this case we have ` ≥
(α2/2)m > δ(α) · α2n2. Thus, let us assume m ≤ 2δ(α)n2. In particular, m− |S| ≤ m ≤
2δ(α)n2 ≤ n2/2, since δ(α) < 1/4 and α < 1. Therefore, we can slightly relax the bound

above to

|G∗| ≤
∑

`≥(α2/2)m

(
eδ(α)α2n2

`

)`
·
(

2m

n2

)`(
n2

m− |S|

)

=
∑

`≥(α2/2)m

(
2eδ(α) · α2m

`

)`(
n2

m− |S|

)
.

Now, by Proposition A.5A.5, the real-valued function f(x) = (a/x)x, defined for x > 0 (for

some given a > 0), is decreasing for x > a/e. In particular, for a = 2eδ(α) · α2m, we

have x = (α2/2)m > 2δ(α)α2m = a/e, once δ < 1/4. Therefore, each summand in the

right-hand-side of the last inequality is bounded by the first one. This way, we have

|G∗| ≤ m (4eδ(α))α
2m/2

(
n2

m− |S|

)
≤ βm

(
n2

m− |S|

)
,

since β/2 = (4eδ(α))α
2/2. This finishes the proof of the lemma.

Now, we can prove the K LR conjecture.

Proof of Theorem 2.62.6. Let us start defining some constants. Suppose V (H) = [h] and

let β > 0 be the constant given by hypothesis. So, applying Lemma 5.15.1 for H and the
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function

δβ/2(x) =
1

4e

(
β

4

)2/x2

,

we get α0, ξ > 0 and n0. From Lemma 5.25.2 by means of α0 and β/2, we get ε. We can

assume ε is small enough so that (
2e · e(H)

ε

)ε
<

4

3
. (18)

Let us leave C to be determined for the last. So, let m ≥ Cn2−1/m2(H).

In order to apply the hypergraph container theorem (Theorem 2.72.7), let H be the

hypergraph with vertex-set being the edges of Hn and the hyperedges being the edge-set

of canonical copies of H in Hn. So, suppose n ≥ n0 and let

F =
{
G ⊆ Hn : G contains at least ξnh canonical copies of H

}
.

In particular, we have that F is an increasing family and that H is (F , ξ)-dense. Taking

p = n−1/m2(F ), there must exist a positive c for which

∆`(H) ≤ c · p`−1 e(H)

v(H)
,

for each ` ∈ [k]. Indeed, the demonstration of this fact is similar to that from the proof of

Theorem 2.82.8 and therefore we will omit it here (another way for checking the inequality

above is just noticing that H is a sub-hypergraph of the hypergraph defined in the proof

of Theorem 2.82.8 with a asymptotically positive fraction of the vertices).

Thereby, we can apply the hypergraph container theorem (Theorem 2.72.7). Thus we

have a positive constant C ′, a family S ⊆ P(V (H)) with |S| ≤ C ′p ·v(H), for each S ∈ S,

and functions f : S → F and g : I(H) → S such that g(I) ⊆ I and I \ g(I) ⊆ f(g(I)),

for every I ∈ I(H). We, then, take C to be C = C ′/ε.

Now, notice that G∗ = G∗ (H,n,m,m/n2, ε) ⊆ I(H). For each S ∈ S, let G∗S =

{G ∈ G∗ : g(G) = S}. Let GS be the subgraph of Hn with edge-set f(S). Thus GS ∈ F .

From Lemma 5.15.1, there exists α ∈ (α0, 1) and an edge ij ∈ E(H) such that (Vi, Vj) is not

(α, δ(α))-uniformly-dense with respect to GS. Let Si,j = S ∩ E(Vi, Vj). Notice that since

we have m ≥ Cn2−1/m2(H), we also have

|Si,j| ≤ |S| ≤ C ′p · v(H) = C ′n2−1/m2(H) = ε · Cn2−1/m2(H) ≤ εm.

Therefore, we can apply Lemma 5.25.2 to Si,j and GS[Vi, Vj]. We conclude, thus, that there
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exist at most (
β

2

)m(
n2

m− |Si,j|

)
choices from the edges of a graph G′ ∈ G∗ (K2, n,m,m/n

2, ε) with Si,j ⊆ E(G′) and

G′ ⊆ GS[Vi, Vj]. It follows that

|G∗S| ≤
(
β

2

)m ∏
ij∈E(H)

(
n2

m− |Si,j|

)
.

Then since G∗ = ∪S∈SG∗S, we have

|G∗| ≤
∑
S∈S

|G∗S|

≤
∑
S∈S

(
β

2

)m ∏
ij∈E(H)

(
n2

m− |Si,j|

)

≤
∑
S∈S

(
β

2

)m ∏
ij∈E(H)

(
m

n2 −m

)|Si,j |(n2

m

)

=

(
β

2

)m(
n2

m

)e(H)∑
S∈S

(
m

n2 −m

)|S|
(19)

Let us, now, give a bound on the summation in the right hand side of the inequality

above.

∑
S∈S

(
m

n2 −m

)|S|
≤
∑
s≤εm

(
e(H)n2

s

)(
2m

n2

)s
≤
∑
s≤εm

(
e · e(H)n2

s

)s(
2m

n2

)s
=
∑
s≤εm

(
2e · e(H)m

s

)s
≤ εm

(
2e · e(H)

ε

)εm
,

where we used in the last inequality that the summand is increasing in s (see Proposi-

tion A.5A.5). Now, once we have ε satisfying the inequality (1818), and since m ≤ (3/2)m, we
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get that

∑
S∈S

(
m

n2 −m

)|S|
≤ εm

(
2e · e(H)

ε

)εm
≤ ε

(
3

2

)m
·
(

4

3

)m
≤ 2m.

Combining the inequality above with the inequality (1919), we get that

|G∗| ≤ βm
(
n2

m

)e(H)

,

as stated. This finishes the proof of Theorem 2.62.6.
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6 CONCLUSION

Recent developments of techniques such as the hypergraph container method

(Theorem 2.72.7) has allowed a major improvement towards the theory of Ramsey properties

on random graphs. The method itself has a natural description and it is easily applicable

to many problems in extremal and probabilistic combinatorics, as we outlined in Section 22

and as we illustrated in the proof of the 1-statement of Theorem 1.31.3 (which can be found in

the beginning of Section 33). In Section 44, we showed that the lower bound on the threshold

function for the Ramsey property conjectured by Kohayakawa & Kreuter (Conjecture 1.41.4)

can be established for pairs of graphs under some balancing condition (see Theorem 1.81.8)

by using the K LR Conjecture (Theorem 2.62.6). And, finally, we saw in Section 55 how the

K LR Conjecture can be proven by using the hypergraph container method.
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APPENDIX

A – BASIC INEQUALITIES

In the following, we state some basic inequalities we have used along the text.

All of them can be easily proven through some basic calculation.

Proposition A.1. For a, b, c, d ∈ R with b > d > 0, we have

a

b
≥ c

d
⇐⇒ a− c

b− d
≥ a

b
.

Proposition A.2. Let x be a real number. Then

1 + x ≤ ex.

Proposition A.3. Let a and b be positive integers with a ≥ b. Then(
a

b

)
≤
(ea

b

)b
.

Proposition A.4. Let a, b and c be positive integers with a ≥ b ≥ c. Then(
a

b− c

)
≤
(

b

a− b

)c(
a

b

)
.

Proposition A.5. Let f : (0,+∞)→ R be the real function given by f(x) = (a/x)x, for

some positive real constant a. If 0 ≤ x ≤ y ≤ a/e or if x ≥ y ≥ a/e, then f(x) ≤ f(y).

In particular, the maximum of f(x) on (0,+∞) is reached in x = a/e.
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B – PROBABILISTIC INEQUALITIES

In the following, we state all the probabilistic inequalities we have used along the

text. The proof for all of them can be found in details in (JANSON et al.JANSON et al., 20002000).

Theorem B.1 (Markov’s Inequality). Let X be a non-negative random variable. Then,

for every t > 0, we have

P
[
X ≥ t

]
≤

E
[
X
]

t
.

Theorem B.2 (Chebyshev’s Inequality). Let X be a random variable with expectation µ

and variance σ2. Then, for every t > 0, we have

P
[
|X − µ| ≥ t

]
≤ σ2

t2
.

In the following, let φ be the real value function defined for x > −1 by

φ(x) = (1 + x) log(1 + x)− x.

Theorem B.3 (Chernoff’s Inequality). Let X be a binomial random variable and let µ

be the expectation of X. Then, for every t ≥ 0, we have

P
[
X ≥ µ+ t

]
≤ exp

{
−µ · φ

(
t

µ

)}
≤ exp

{
− t2

2(µ+ t/3)

}
,

and

P
[
X ≤ µ− t

]
≤ φ exp

{
−µ · φ

(
−t
µ

)}
≤ exp

{
− t

2

2µ

}
.

Corolary B.4. Let X be a binomial random variable and let µ be the expectation of X.

Then, for every ε ≥ 0, we have

P
[
|X − µ| ≥ εµ

]
≤ 2 exp {−φ(ε)µ} .

In particular, if ε ≤ 3/2, then

P
[
|X − µ| ≥ εµ

]
≤ 2 exp

{
−ε

2

3
µ

}
.
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Therefore, if Xn is a sequence of binomial random variables with expectation

µn � 1, then for any ε > 0, we must have Xn = (1± ε)µn asymptotically almost surely.

Let E be a finite set. Suppose that we have a sequence of random variables i.i.d.

(Xe)e∈E with distribution Bernoulli(p). We think in the sequence (Xe)e∈E as a sequence

of indicator random variables for a random process in which each element e ∈ E is chosen

at random with probability p and independently from other elements of E. For each

subset A ⊆ E, consider XA =
∏

e∈AXe as the indicator random variable for the event

that every element from A is chosen. Now, let A be a family of subsets of E and let X be

the random variable X =
∑

A∈AXA. Thus, X counts how many sets in A has all of its

elements chosen. For A,B ∈ A, we denote A ∼ B meaning that A 6= B and A ∩ B 6= ∅.
Let

∆ =
∑
A∼B

E
[
XAXB

]
.

Theorem B.5 (Janson’s Inequality). Let X and ∆ be as above and let µ be the expectation

of X. Then, for every t ≥ 0, we have

P
[
X ≤ µ− t

]
≤ exp

{
− t2

2(µ+ ∆)

}
.

In particular, if we consider a sequence of random variables Xn just as X in above,

and if ∆nµ
2
n, when n→∞, then, for any a ∈ [0, 1], we have X ≤ (1− a)µ asymptotically

almost surely.

We say that a random variable on a sample space Ω is increasing if for all A ⊆
B ⊆ Ω we have that X(A) ≥ X(B).

Theorem B.6 (FKG Inequality). If X and Y are two increasing random variables over

the same sample space, then

E
[
XY

]
≥ E

[
X
]
E
[
Y
]
.
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